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Concepts:

big data and 

evaluation, AI 

and the big 

data ecosystem 

(BD/AI)



Big Data need Analytics.  

Statistical programs/ software including Machine Learning and Artificial Intelligence are 

often applied.

Artificial Intelligence applies different types of machine learning like supervised and 

unsupervised learning and deep learning. 

Supervised learning involves machine learning algorithms that learn under the presence of a 

supervisor or guidance (e.g., regression). 

Unsupervised Learning uses machine learning algorithms to analyze and cluster unlabeled 

data sets, which algo’s discover hidden patterns in data without the need for human 

intervention (hence, “unsupervised”). 

Deep learning has been specifically modeled after the human brain. It works with algo’s of a 

brain-like logical structure, called artificial neural networks. 

TOGETHER THIS IS REFERRED TO AS THE BIG DATA ECOSYSTEM
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WHAT HAVE BD/ AI 

TO OFFER TO 

EVALUATIONS OF 

POLICIES AND 

PROGRAMS?

THE FIRST SIDE OF THE 

COIN



Big data [tools] Examples of Evaluation applications

1. Social media 

analysis

 Opinions and sentiments

2.  Satellites, drones 

and sensors (incl I of 

Things) 

 Use of services (water, power); 

 Crowd management

 Creating digital twins

3.  Radio call-in 

programs

 Identifying sources of conflict

4.  Gdelt and 

lookalikes

 Global Data on Events, Location and 

Tone  “monitors the world’s broadcast, 

print, and web news from nearly every 

corner of every country in over 100 

languages”. A telescope on society. 

5.  Mobile phones  Effectiveness of phone messages to 

influence health behavior

 Identifying poverty hotspots

Types of big data and evaluation applications



FOCUSING ON  
EVALUATION

TOPICS DIRECTLY
RELATED TO

EU/MS PROGRAMS 
AND ACTIVITIES: 

EXAMPLES regarding

• Mobility and
infrastructure;  

• auditing/ inspecting
neighborhoods;

• digitized educational
assessments; 

• social enterprise networks; 

• textmining, natural
language processing and
100.000 plus….documents



EXAMPLE 1: INFRASTRUCTURE FOR TRANSPORT AND MOBILITY AND BIG 

DATA 

Semmelweis University, Budapest, Hungary

In: Nature, 2021 (11). 





EXAMPLE 2: NEIGHBOURHOOD AUDITING IN A VIRTUAL WAY 



EXAMPLE 3: EVALUATING NEW EDUCATIONAL DIGITAL 
ASSESSMENTS EU WIDE



EXAMPLE 4 SOCIAL NETWORK ANALYSIS, REGIONAL
DEVELOPMENT & A  SMALL  S IDE  STEP  TO DENMARK 



EXAMPLE 5: REVIEWING
AUDIT REPORTS AND  

SYNTHEZING 
EVALUATIONS





• Bias 1 – only includes subjects 

using the apps/ the ‘digital 

divide’ issue; 

• Bias 2 – legacy problems 

contributing to social bias 

(racial, economic and gender)

• First-the-data, then-(maybe)-

the-Problem… incl. Big Data 

Hubris (other types of data are 

no longer seen as relevant)

3
PITFALLS, 

RISKS 
AND 

CHALLENGES 
USING BIG 
DATA/AI



• Ground truthing but how true is groundtruthing?

• ‘Where has theory gone’? And what about underlying 

assumptions when working with BD/AI? 

• What about causality, incl. the blackbox character of AI 

• Valid operationalizations of criteria to make BD/AI 

understandable, safe, transparent, and ‘believable’. 

• Problems regarding the ownership of Big Data 

• Privacy and security issues, incl dangers of hacking/cyber crime
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HOW TO EVALUATE THE 

USE OF BD/AI IN 

DEVELOPING AND 

IMPLEMENTING POLICY 

PROGRAMS, 

INTERVENTIONS ETC? 

GIVEN THESE 
CHALLENGES 

AND THE RAPID 
DIFFUSION OF 

AI/BD IN SOCIETY, 
NOW THE OTHER 
SIDE OF THE COIN 



STEPS HELPING TO EVALUATE THE USE, VALIDITY AND 
IMPACT (ON PEOPLE, CLIENTS, PATIENTS ETC) WHEN 
WORKING WITH BD and AI

1. Specifiying the problem(s) that have to be adressed

2. Search and articulate the 
assumptions underlying working with
BD/ AI: the theory-driven
approach. 



3. Distinguish between evaluating (AI) algorithms as such working within 
and between computers and evaluating (AI) algo’s implementation in 

practical situations like health care, education, transport, justice etc.  Let 
data scientists etc do the first type, focusing on the performance of AI 
within the digital/ computerized world sui generis. We as evaluators can 
do the second type (with their support). 



IF TIME PERMITS MY ALMOST FINAL SLIDE 
SHOWS HOW EVALUATING AI/BD IN 

PRACTICE RESEMBLES THE MONITORING 
AND IMPACT EVALUATION OF MEDICAL

DRUGS AND DEVICES.





Compared to 5 – 10 years ago, evaluators pay more attention to Big Data/ AI. 

Focus is more on description /stocktaking (behavior, attitudes, trends, 

comparisons) than on contribution or causal impact analysis. 

Preventing Big Data Hubris and working in a theory-informed way are 

important ingredients of BD/AI-evaluations but are still difficult to find. 

Working with Big Data/ AI is (still, but  maybe forever) confronted with also 

other pitfalls, risks and difficulties.  These make that evaluating how Big Data 

and Artificial Intelligence work out in practice and in combination with H(uman) 

I(ntelligence) is very relevant indeed. 

To do this work, an interdisciplinary approach and collaboration (with data-

scientists and others) is required. 

The persistent focus on bias in BD/AI is relevant indeed, but is also an indicator 

of some shortsightedness, if one takes on board the finding that HI (Human 

Intelligence/ Decision-making) is confronted with some 20 plus cognitive 

distortions and biases. 



A final

question… 

when do you

think this

was written? 




