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Abstract  

In line with the  European Commission ôs communication  on the European strategy for data  of 2020  

(COM(2020) 66 final) , the following study assesses  the key domains that fall under the concern and 

potential scope of action of the Data Governance Acts and the Data Act.  

The Data Governance Act  outlines four key issues to be tac kled, namely: access and reuse of 

sensitive public -sector data; certification/authorisation schemes for ñdata altruismò; data sharing 

through metadata standards across or within sectors; and, certification framework for European data 

intermediaries or data  marketplaces to enable data demand and supply. On the other hand, the Data 

Act  focuses  on four different issues, namely: 1) Business - to -Government Data Sharing (B2G) for the 

public interest ; 2) citizen empowerment (óhuman-centric data economyô) in the context of data 

generated through devices ; 3) rights to co -generated data in a Business - to -Business (BSB) context ; 

and, 4) conflicts that companies face due to different laws at the international level . 

For each of these issues, the study explores the state of play in Europe and determines the 

impact of a number of possible policy options acting as stepping -stones enabling relevant 

stakeholders to build common data spaces and fully realise the benefits of  increased data governance 

and data sharing and reuse. Following this, a Multi - Criteria Analysis was performed  to 

determine the preferred policy option  for each domain , analysing the effectiveness, efficiency, 

coherence and legal and political feasibility and proportionality of each option. Lastly, the study 

identified three policy packages  (i.e. sets of policy options) to analyse impacts from a 

macroeconomic standpoint vis -à-vis the baseline.  

The overall results  of the study point out that for the measure s to enhance data governance  

the preferred policy options are low - intensity regulatory options  for the domains on access and reuse 

of sensitive public sector data; data sharing through the establishment of metadata standards across 

or within sectors; and, certification framework for European data intermediaries or data marketplaces 

to enable data demand and supply . A higher - intensity regulatory option is preferred for the 

certification/authorisation schemes for ñdata altruismò. Both a top -down analysis of t he policy 

packages and a bottom -up analysis based on the cost -benefit results of the policy options were  

performed. They  found that by 2028, the value of the data economy could increase from EUR 533.51 

billion  (in the absence of EU action) to EUR 540.73 billion ï 544.43 billion with the mixed regulatory 

intervention (representing from 3.87% to between 3.92% and 3.95% of the GDP).  

Moreov er, the overall results for the measures to foster data re - use  point out that  the low -

intensity regulatory option is preferred for the measures on B2G data sharing , as well as for the  

measures developing rights on co -generated data and B2B data sharing. As regards measures 

supporting citizen empowerment , in the context of fitness t rackers, a low - intensity regulatory option 

is also preferred, while in the context of smart home appliances, a soft option (non - regulatory 

intervention) is preferred. F or the measures supporting companies in cases of conflict of laws and 

international leve l, the preferred option is the higher - intensity regulatory option.  The assessment of 

impacts concludes  that in 2028, the economic impact of the policy measures as compared to the 

baseline scenario could imply an increase in GDP  with 273  billion EUR in case  a mix of the preferred 

options is implemented (representing an additional 1.98 % of GDP) . 
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Abstrait  

Conformément à la communication de la Commission européenne sur la Stratégie européenne 

pour les données  de 2020  (COM(2020) 66 final) , lô®tude suivante ®value les domaines cl®s qui 

rel¯vent de la pr®occupation et du champ dôaction potentiel des lois sur la gouvernance des donn®es 

et de la loi sur les données.  

Le Loi sur la gouvernance des données  décrit quatre questions clés à aborder,  ¨ savoir: lôacc¯s 

et la réutilisation des données sensibles du secteur public; les régimes de certification/autorisation 

pour «  lôaltruisme des donn®es »; le partage de données au moyen de normes de métadonnées entre 

les secteurs ou au sein de ceux - là; et  un cadre de certification pour les intermédiaires européens de 

donn®es ou les march®s de donn®es afin de permettre la demande et lôoffre de donn®es. Dôautre 

part, le Loi sur les données  se concentre sur quatre questions différentes, à savoir: 1) Partage d e 

donn®es interentreprises (B2G) pour lôint®r°t public; 2)  lôautonomisation des citoyens (ç économie 

des donn®es centr®e sur lôhumain ») dans le contexte des données générées par les appareils; 3) 

droits sur les données co -générées dans un contexte Busines s- to -Business (BSB); et 4) les conflits 

auxquels les entreprises sont confrontées en raison de lois différentes au niveau international.  

Pour chacune de ces questions, lô®tude explore lô®tat dôavancement des activit®s en Europe et 

d®termine lôimpact dôun certain nombre dôoptions politiques possibles servir de tremplins 

permettant aux parties prenantes concernées de créer des espaces de données communs et de tirer 

pleinement parti des avantages dôune gouvernance accrue des donn®es, du partage et de la 

réutil isation des données. Par la suite, un Une analyse multicritère a été effectuée  pour 

d®terminer lôoption de strat®gie pr®f®r®e pour chaque domaine, analyser lôefficacit®, lôefficience, 

la cohérence, la faisabilité juridique et politique et la proportionnali t® de chaque option. Enfin, lô®tude 

a identifié trois ensembles de stratégies  (côest-à-dire des ensembles dôoptions politiques) pour 

analyser les impacts dôun point de vue macro®conomique par rapport au niveau de r®f®rence.  

Les résultats globaux  de lô®tude soulignent que pour le mesures visant à améliorer la 

gouvernance des données  les options stratégiques privilégiées sont des options réglementaires 

de faible intensit® pour les domaines de lôacc¯s et de la r®utilisation des donn®es sensibles du secteur 

public; le partage de donn®es par lô®tablissement de normes de m®tadonn®es entre secteurs ou au 

sein de ceux - là; et un cadre de certification pour les intermédiaires européens de données ou les 

march®s de donn®es afin de permettre la demande et lôoffre de données. Une option réglementaire 

de plus haute intensit® est pr®f®rable pour les r®gimes de certification/autorisation pour ç lôaltruisme 

des données ». Une analyse descendante des ensembles de politiques et une analyse ascendante 

fondée sur les résultats c oûts -avantages des options stratégiques ont été effectuées. Il s ont  constaté 

que dôici 2028, la valeur de lô®conomie des donn®es pourrait passer de 533,51 milliards dôeuros (en 

l'absence d'action de l'UE)  à 540,73 milliards -  544,43 milliards dôeuros avec lôintervention 

réglementaire mixte (représentant de 3,87  % à entre 3,92 % et 3,95 % du PIB).  

De plus, l es résultats globaux des mesures visant à favoriser la réutilisation des données  

soulignent que lôoption r®glementaire de faible intensit® est pr®f®rable pour les mesures sur le 

partage de données B2G, ainsi que pour les mesures développant les droits sur les données co -

générées et le partage de données B2B . En ce qui concerne les mes ures soutenant l'autonomisation 

des citoyens, dans le contexte des trackers de fitness, une option réglementaire de faible intensité 

est également préférée, tandis que dans le contexte des appareils électroménagers intelligents, une 

option douce (intervent ion non réglementaire) est préférée.  Pour les mesures de soutien aux 
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entreprises en cas de conflit de lois et au niveau international, lôoption privil®gi®e est lôoption 

r®glementaire de plus haute intensit®. Lô®valuation des impacts conclut quôen 2028, lôimpact 

économique des mesures politiques par rapport au scénario de référence pourrait impliquer une 

augmentation du PIB avec 273  milliards dôeuros en cas de mise en îuvre dôune combinaison des 

options privilégiées (représentant 1.98  % du PIB supplémentaire ).  
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1 Introduction  

This chapter illustrates the purpose of the document and briefly 
explains which data collection tools were used to gather the 
evidence underpinning the findings and conclusions of this 
assignment.  

1.1  Purpose of the document  

The purpose of thi s report  is to share the  final  results of the  Study to support an Impact 

Assessment on enhancing the use of data in Europe .  

The document is structured as follows:  

¶ Chapter  1: Introduction  on the purpose and the structure of the document  

¶ Chapter 2 : Measures to enhance data governance  

¶ Chapter 3: Measures to foster data sharing and re -use  

¶ Chapter 4: Annexes  

Part  1 of this assignment comprises four separate domains :  

¶ Measures facilitating secondary use of sensitive data held by the public sector;  

¶ Establishing  a certification scheme for data altruism mechanisms ;  

¶ Establishing a European structure for governance aspects of data sharing; and  

¶ Establishing a certification framework for data intermediaries.  

Part  2 of this assignment comprises four separat e domains :  

¶ Business - to -Government (B2G) data sharing for the public interest;  

¶ Measures supporting citizen empowerment (óhuman-centric data economyô); 

¶ Measures clarifying and potentially further developing rights on co -generated data and business -

to -busine ss data sharing; and  

¶ Measures supporting companies in cases of conflict of laws at international level.  

These chapters are then followed by the below  annexes:  

¶ Annex I  ï Measures to enhance data governance: includes the CBA, case studies,  one pagers,  

macroeconomic  analysis and references.  

¶ Annex II  ï Measures to foster data sharing and re -use : includes the CBA, Legal analysis of 

Business - to -government data sharing, case studies, additional information on Withings and 

Green Button initiativ e as well as the reciprocity clause in Australia Consumer Data Rights.  
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1.2  Scope of this study  

As mentioned in the Executive Summary , this  study sustains the development of policy measures 

concerning the areas defined by the Communication on a European Strate gy for data 1.  

Part  1  of the study covers the following topics :  

1.1.  The question of access and reuse of sensitive public sector data  which are currently not 

disclosed by public sector bodies and not covered by the Public Sector Information 

(PSI)/Open data directive 2 (e. g.  health data , statistical microdata, company ownership data, 

microdata from public transport systems and others )3.  

1.2.  The possibility of establishing ñdata altruismò schemes in Eur ope, defined as means of 

making data available (whether anonymised or non -anonymised) without expecting 

anything (not even services) in exchange.  

1.3.  The question of facilitating data sharing thro ugh the establishment of metadata standards  

across or within sectors and including both technical and legal standards.  

1.4.  The relevance of building a certification framework  for European data intermediaries or 

data marketplaces which help data demand and supp ly to match through independent 

platforms.  

From a stakeholder perspective, the study focuses on the relevant stakeholders in the data value 

chain for each of the topics in scope, meaning on data holders, data intermediaries and data re -

users. The table bel ow summarises the main categories of stakeholders involved in the domain sô 

data collection and analysis activities conducted as part of Part  1.  

Table 1  -  Stakeholder scope for Part  1 (data value chain mapping)  

Domain  Data holder  Data re -

user  

Intermediaries  Personal 

data?  

Purpose  

Measures 
facilitating 
secondary use 
of sensitive 
data held by 

the public 
sector  

Public sector 
authorities (e.g. 
Health 
institutions, 
transport 

authorities , 
statistical 
offices)  

Public sector 
authorities, 
researchers 
and 
businesses  

Public sector 
authorities, research 
organisations, non -
for -profit orgs.  

Yes (and 
sensitive
)  

Research and 
innovation, 
public health, 
increased 
efficiency  

Establishing a 

certification/au
thorisation 
scheme for 
data altruism 
mechanisms  

Public sector 

authorities, 
businesses, 
NGOs and 
researchers  

Public sector 

bodies, 
researchers 
and non - for 
profit orgs.  

Public sector 

authorities, 
businesses, research 
orgs.  

Yes (and 

sensitive
)  

Research, 

innovation, 
public health 
and other 
societal 
benefits  

Establishing a 
European 
structure for 
governance 
aspects of data 
sharing  

Businesses in 
traditional sector  

Other 
businesses 
and 
researchers 
from various 
sectors  

Public and private 
orgs. in ch arge of 
data spaces; 
standardisation 
initiatives  

N/A  Innovation, 
competitivenes
s 

 
1 Communication from the Commission  to the European Parliament, the Council, the European Economic and 
Socia l Committee and the Committee of the Regions, A European strategy for data, COM/2020/66 final, 
https://eur - lex.europa.eu/legal -content/EN/TXT/?qid=1582551099377&uri=CELEX:52020DC0066  
2 Directive (EU) 2019/1024 of the European Parliament and of the Council of 20 June 2019 on open data and 
the re -use of public sector information, https:/ /eur - lex.europa.eu/legal -
content/EN/TXT/?qid=1561563110433&uri=CELEX:32019L1024  
3 In agreement with the Commission, this study focuses on the former tw o.  

https://eur-lex.europa.eu/legal-content/EN/TXT/?qid=1582551099377&uri=CELEX:52020DC0066
https://eur-lex.europa.eu/legal-content/EN/TXT/?qid=1561563110433&uri=CELEX:32019L1024
https://eur-lex.europa.eu/legal-content/EN/TXT/?qid=1561563110433&uri=CELEX:32019L1024
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Establishing a 
certification 

framework for 
data 
intermediaries  
-  Generic 
Approach  

Businesses, 
Academia and 

research orgs., 
Governmental 
orgs.,  NGOs, 
Citizens    

Businesses, 
Academia 

and 
research 
orgs., 
Government
al orgs.,  
NGOs, 
Citizens    

Certified data 
Intermediaries (i.e. 

Data marketplaces, 
data brokers, data 
repositories, 
PIMS/PDS , industrial 
data platforms, 
trusted third parties, 
data unions, data 
cooperatives, data 
collaboratives, data 
trusts)  

Potentiall
y 

Business, R&I,  
Public Good  

Establishing a 
certification 
framework for 
data 
intermediaries  
-  B2B 

Approach  
 

Businesses  Businesses  Certified data 
intermediaries:  
Data marketplaces, 
industrial data 
platforms, trusted 
third parties, data 

collaboratives, data 
trusts  

No Business, R&I  

Establishing a 
certification 

framework for 
data 
intermediaries  
-  C2B 
Approach  

Citi zens  Businesses  Certified data 
intermediaries:  

PIMS/PDS, data 
unions, data 
cooperatives, data 
collaboratives, data 
trusts  

Yes Business, R&I,  
Public Good  

 

Part  2  of the study covers the following topics :  

¶ Aspects related to Business to Government Data Sharing (B2G) for the public interest  

(i.e. for the development of better policies and delivery of better public services).  

¶ Possibilities for empowering citizens  and putting them even more in control of their data, 

building on the General D ata Protection Regulation 4 and establishing a human centric data 

economy.  

¶ The question of rights and control over co - generated data  (i.e. in the context of connected 

and Internet of Things devices) for enabling further business to business (B2B) data shar ing.  

¶ Aspects related to conflict of laws at the international level  and possible obstacles for 

businesses subject to extra - territorial provisions and foreign jurisdictions.  

From a stakeholder perspective, the study focuses on the relevant stakeholders in t he data value 

chain for each of the topics in scope, meaning on data holders, data intermediaries and data re -

users. The table below summarises the main categories of stakeholders involved in the domain sô 

data collection and analysis activities conducted a s part of Part  2.  

  

 
4 Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 on the prote ction of 
natural persons with regard to the processing of personal data and on the free movement of such data, and 
repealing Directive 95/46/EC (General Data Protection Regulation), https://eur - lex.europa.eu/legal -
content/EN/TXT/?uri=CELEX%3A32016R0679  

https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A32016R0679
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A32016R0679
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Table 2  -  Stakeholder scope for Part  2 (data value chain mapping)  

Domain  Data holder  Data (co -) 

producers  

Data re -

user 

(whole 

dataset)  

Data re -

user 

(individua

l data 

portability

)  

Intermediarie

s 

Personal 

data?  

Business -to-

Government 

data sharing 

for the public 

interest  

Private sector 

organisations  

N/A  Public sector: national 

executive government (e.g. 

statistical offices), regional 

and local government (e.g. 

municipalities), legislative 

branch (e.g. parliamentary 

research services).  

 Sometime

s 

Measures 

supporting 

citizen 

empowerme

nt (óhuman-

centric da ta 

economyô) ï 

Fitness  

Device 

producer  

Owner of 

device 

(individual)  

Researcher

s 

 

Platforms 

(Google 

Apple 

Strava)  

App 

developers  

Insurance 

companies  

Health 

providers  

Other 

device 

producers  

Platforms 

(Google Apple 

Strava)  

PIMS 

Yes 

Measures 

supporting 

citizen 

empowerme

nt (óhuman-

centric data 

economyô) ï 

Smart home  

Producer 

(Electrolux)  

 

Energy 

companies  

Owner of 

device (family)  

Platforms 

(Google 

Amazon 

Apple 

Samsung 

IFTTT)  

 

Energy 

companies  

Repair 

shop  

App 

developers  

Insurance 

companies  

Platforms  

Other 

device 

producers  

Platforms 

(Google 

Amazon Apple 

IFTTT)  

Produced led 

platforms 

(Schneider, 

Johnson, 

Siemens, 

Samsung, 

Philips)  

PIMS 

Yes 

Measures 

clarifying and 

potentially 

further 

developing 

rights on co -

generated 

data a nd 

business -to-

business data 

sharing  

Private sector 

companies: 

IoT Product/ 

service 

providers (i.e. 

OEMs, smart 

machine or 

connected 

vehicle 

manufacturer

s)  

Private Sector 

Companies: 

IoT product/ 

service users 

(i.e. farmers, 

construction 

companies)  

Private Sector Companies: 

independent service 

providers (i.e. data analytics 

companies, data platforms, 

competitors)  

B2B Data 

Intermediaries 

(i.e. data 

marketplaces, 

industrial data 

platforms, 

trusted third 

parties, data 

collaboratives, 

data trusts)  

Sometime

s 
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Measures 

supporting 

companies in 

cases of 

conflict of 

laws at 

international 

level  

ICT service 

providers and 

their customers  

Complementar

y service 

providers ï 

data 

intelligence 

and analytics  

Public sector bodies (law 

enforcement, national 

security)  

ICT serv ice 

providers (often 

but not 

exclusively cloud 

based)  

Yes 

(though 

not 

exclusively

) 

 

1.3  Methodology for the assignment  

For Part 1,  th e evidence supporting this analysis comes from a number of different sources:  

¶ Stakeholder mapping;  

¶ Interviews;  

¶ Legal analysi s ( Measures facilitating secondary use of sensitive data held by the public sector );  

¶ Workshops ( for domains: Measures facilitating secondary use of sensitive data held by the public 

sector  and Establishing a European structure for governance aspects of data sharing );  

¶ Case studies ( for domains: Measures facilitating secondary use of sensitive data held by the 

public sector and Establishing a European structure for governance aspects of data sharing );  

¶ Market analysis ( Establishing a certification framework for data intermediaries ) .  

The first step of the assignment consisted of mapping  stakeholder s based on desk research to 

understand the current data economy stakeholders relevant for each of the topics under the four 

domain s. This an alysis contributed to the development of the stakeholder map and potential 

interviewee list for further data collection.  

The team carried out  interviews  with public sector entities and private sector organisations  to 

collect primary data for this study. These interviews covered various industry sectors and Member 

States. The purpose of the interviews was to reach out to European companies and Member States 

to collect data on the data economy and on the related costs and effects.  

Additional research metho dologies where used for the various domains relevant for their respective 

topic. For Measures facilitating secondary use of sensitive data held by the public sector and 

Establishing a European structure for governance aspects of data sharing , case studies  and 

workshops  were conducted, a legal analysis  for Establishing a certification scheme for data 

altruism mechanisms  and a market analysis  for Establishing a certification framework for data 

intermediaries  .  

Workshops  were conducted to measure facilitating secondary use of data the use of which is subject 

to the rights of others and for the purpose of reviewing the relevance of establishing a European 

structure for governance aspects of data sharing with stakeholders. The aim of these workshops was 

to:  

¶ Discuss the qualitative and quantitative assumptions and findings with regard to the baseline 

scenario and policy options, and discuss the policy options themselves ( Measures facilitating 

secondary use of sensitive data held by the public sector ); and  

¶ Discuss the policy options and validated the consolidated data on costs and benefits ( Establishing 

a European structure for governance aspects of data sharing ).  
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Case studies  were also conducted for in -depth and detailed investigation to understand better  the 

state of play or baseline scenario for the topic at hand. The case studies were developed based on 

desk research and interviews with stakeholders from the public and private sector. Each case  study 

built on the data coming from the stakeholder mapping and provided insights for the baseline 

scenarios and make hypothesis on the impact of the different policy options.  

The legal analysis  was based on desk research and interviews to understand the  current legal status 

with regard to data altruism and what barriers this might cause for data altruism. The analysis 

supported the definition of the policy options and overall analysis.  

In addition, a market analysis  was carried out  to understand the bus iness environment and data 

based value chains as well as to identify the key players and key positions in the markets. The market 

analysis focused on data collection through desk research, triangulation of data and an analysis of 

the data to answer questio ns such as what are the main data intermediaries on the EU market. The 

desk research  relied on databases and data marketplaces such as Forrester Research, Gartner 

Research, IDC, Economist intelligence unit and EMIS Intelligence.  

For Part 2,  the evidence s upporting this analysis comes from a number of different sources:  

¶ Stakeholder mapping (All domains );  

¶ Interviews ( for domains: Business - to -Government (B2G) data sharing for the public interes t , 

measures supporting citizen empowerment (óhuman-centric data economyô), and measures 

clarifying and potentially further developing rights on co -generated data and business - to -

business data sharin g);  

¶ Targeted questionnaire ( measures supporting companies in cases of conflict of laws at 

internation al level );  

¶ Legal analysis ( for domains: Business - to -Government (B2G) data sharing for the public interes t , 

measures clarifying and potentially further developing rights on co -generated data and business -

to -business data sharing  and measures supporting comp anies in cases of conflict of laws at 

international level );  

¶ Workshops ( for domains: Business - to -Government (B2G) data sharing for the public interest  and 

measures clarifying and potentially further developing rights on co -generated data and business -

to -bus iness data sharing );  

¶ Case studies ( measures supporting citizen empowerment (óhuman-centric data economyô));  

¶ Market analysis ( measures clarifying and potentially further developing rights on co -generated 

data and business - to -business data sharing  ).  

The fi rst step of the assignment consisted of mapping  stakeholders based on desk research to 

understand the current data economy stakeholders relevant for each of the topics under the four 

domain s. This analysis contributed to the development of the stakeholder map and potential 

interviewee list for further data collection.  

The team then carried out  interviews  with public sector entities and private sector organisations to 

collect primary data . These interviews covered various industry sectors and Member States.  The 

purpose of the interviews was to reach out to European companies and Member States to collect 

data on the data economy and on the related costs and effects.  

Additional research methodologies were used for the various domain s relevant for their respec tive 

topic such as  legal analysis , market analysis  , workshops and  case studies . These additional 

methodologies are described in further detail below.  
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Workshops  were conducted in order to validate interim findings and collect additional data on 

Business - to -Government Data Sharing (B2G) for the public interest and citizen empowerment and 

control over data. The aim of these workshops was to discuss the qualitative and quantitative 

assumptions and findings with regard to the baseline scenario and po licy options, and discuss the 

policy options themselves while also validating the collected data on costs and benefits.  

Case studies  were also conducted for in -depth and detailed investigation to understand better the 

state of play or baseline scenario for  the topic at hand. The case studies were developed based on 

desk research and interviews with stakeholders from the public and private sector. Each case study 

built on the data coming from the stakeholder mapping and provided insights for the baseline 

scenarios and made hypotheses on the impact of the different policy options.  

The legal analysis  was based on desk research and interviews to understand the current legal status 

and supported the definition of the policy options and overall analysis.  

In addi tion, a market analysis  was carried out  to understand the business environment and data -

based value chains as well as to identify the key players and key positions in the markets. The market 

analysis focused on data collection through desk research, litera ture review and interviews, 

triangulation of data and an analysis of the data to answer questions related to the current state of 

play of the market and potential market failures linked to the lack of clarity on access and usage 

rights on co -generated data .   

 

Limitations relating to the findings of this study   

As part of this study, evidence was gathered from various sources, including desk research, interviews 

with businesses and other stakeholders, case studies, market analysis and legal analysis.  

The data collection was hampered by the fact that the public a nd private sector are still relatively new 

to navigating the data economy and can only share insights into for example costs and benefits to a 

very limited extent.  

This situation poses challenges on the findings of this study. While collect qualitative fe edback from the 

public and private sector was collected on the different policy interventions discussed for each domain , 

it was more difficult to quantify their costs and benefits, e.g. because case numbers are still small or 

the data sharing practices are  just emerging and stakeholders themselves do not yet know their scale 

and/or costs of making data available. In addition, the stakeholders consulted do not yet have a final 

and consolidated perception on for example the potential benefits they could draw from increased data 

use and availabilities in their respective domain, besides speculative thoughts.   

This report should be considered as a first attempt at examining this topic and gathering the existing 

data on these subjects. This analysis is therefore  based on the limited data available and provides a 

preliminary (mainly qualitative) overview of the costs and benefits for the different topics under scrutiny. 

The conclusions reached are based on independent judgement and specific to this study.  
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2 Measur es to enhance data 

governance  

This chapter provides the assessment of key issues identified as 
part of the challenge to enhance data governance in the EU . The 
problems, its causes and effects are explored, based upon which 
the policy objectives and options  are set out to address t hese . 
These options are then assessed along five main criteria as part 

of a multi -criteria analysis to determine the preferred option in 
four key areas. Finally, the macro -economic impacts are derived . 

2.1  Background and problem assessment  

This section  contains the problem assessment of issues related to the secondary use of data held by 

the public sector and the use of which is subject to the rights of others, data altruism, the governance 

of data sharing, and the role of data in termediaries.  

Market developments and policy initiatives of the past decade have set the ground for a European 

data strategy that could enable the EU to become the worldôs most attractive, secure and dynamic 

data -agile economy, improving the lives of its c itizens. Europeôs technological and digital future 

depends on whether it seizes this opportunity. Thus, despite the action that the European 

Commission has taken so far, remaining issues need to be tackled for Europe to reap fully the data 

economyôs benefits.  

Data has started to disrupt European economies and markets. The European data marketôs value will 

reach EUR 7 7. 8 billion in 2020  employing 8 .25 million people, and the overall value of the data 

economy grew from EUR 247 billion in 2013 to almost EUR 47 7. 3 billion in 2020, worth about 3. 2 

per cent of total EU GDP. 5 The European Monitoring Tool  further predicts  that by 2025 , the value of 

the EU data market could reach EUR 93 to 141. 6 billion. Likewise, the EU data economy is expected 

to increase to EUR 1,053 billion with an overall impact of 6. 3% on the EU GDP under a high growth 

scenario. The data suppliers industry would increase from 255 ,000 companies in 2016 to 294 ,350 in 

2020, and the number of data workers in Europe would increase up to 8 .25 million  by 2020.  

This market development is in line with the perception of businesses. Economic growth and a higher 

level of competition and innovation in the EU were the key benefits and opportunities identified with 

regard to the European data economy and data mobility within the EU. 6 Many companies have 

recognised the potential of data -driven innovation and started to share and re -use data among them 

to enhance their business opportunities and improve internal efficiency. According to a 2018 study 

on Business to Business (B2B) data sharing and re -use 7, this trend would grow significantly in the 

 
5 European Data Market Monitoring Tool, consulted on 7 July 2020, see: http://datalandscap e.eu/european -
data -market -monitoring - tool -2018  
6 European Commission (2017), Synopsis report: consultation on the óbuilding a European data economyô 
initia tive, https://ec.europa.eu/digital -single -market/en/news/synopsis -report -public -consultation -building -
european -data -economy  
7 Euro pean Commission (2018), Study on data sharing between compani es in Europe, 
https://op.europa.eu/en/publication -detail/ - /publication/8b 8776ff -4834 -11e8 -be1d -01aa75ed71a1/language -
en 

http://datalandscape.eu/european-data-market-monitoring-tool-2018
http://datalandscape.eu/european-data-market-monitoring-tool-2018
https://ec.europa.eu/digital-single-market/en/news/synopsis-report-public-consultation-building-european-data-economy
https://ec.europa.eu/digital-single-market/en/news/synopsis-report-public-consultation-building-european-data-economy
https://op.europa.eu/en/publication-detail/-/publication/8b8776ff-4834-11e8-be1d-01aa75ed71a1/language-en
https://op.europa.eu/en/publication-detail/-/publication/8b8776ff-4834-11e8-be1d-01aa75ed71a1/language-en
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following five years, while companies not critically investing  in data may be missing business 

opportunities. In addition, a large proportion of SMEs perceive data shar ing as important and actively 

acquire data from other companies. 8 Data also feeds into other new technologies with the potential 

to foster European economies, such as Artificial Intelligence and the Internet of Things.  

Apart from its economic impact, the data transformation will affect European societies and daily lives. 

The volume of data produced in the world is growing rapidly, from 33 zettabytes in 2018 to an 

expected 175 zettabytes in 2025, and the amount of data is doubling every 18 month s. Data -driven 

innovation will bring substantial benefits for citizens, for instance through personalisation and 

enhancements in healthcare and well -being, transport, transparent governance, public services, 

energy consumption, product, material and food t raceability, and could even contribute to the 

successful implementation of the European Green Deal. While identifying these benefits, the 

European strategy for data 9 emphasises that transformations could put European core values at risk. 

To ensure an open, fair, diverse, democratic and confident Europe, it needs to accompany the wide 

flow and use of data with high levels of privacy, security, safety and ethical standa rds.  

2.1.1  Measures facilitating secondary use of sensitive data held by the public sector  

2.1.1.1  Background   

2.1.1.1.1  Context  

In recent years, there has been a growing trend towards open data ï making public data available 

for reuse by the private sector, civil society and aca demics in order to enable research or help 

promote the development of new services.  The EU Open Data Directive 10  is one manifestation of 

this global trend, backed by estimates that the opening up of EU public data could drive economic 

benefits of EUR 250 billion 11 . 

The Open Data Directive extended the scope of previous legislation, requiring Member States to 

make unprecedented amounts of data available for reuse. The new rules recognise, however, that 

some data held by the public sector is not suitable for  entirely open access and reuse. Instead a 

number of exceptions are car ved out, including for personal data, ñdocuments for which third parties 

hold property rightsò, and other ñsensitive dataò protected by national legislation on the grounds 

including nat ional security, statistical confidentiality, and commercial confidentiality.  

Any of these types of data can be categorised as sensitive data in that additional steps are required 

before it is possible to share them publicly. Indeed, this domain  defined ósensitive data held by the 

public sectorô as ñdata  the  use  of  which  is  subject  to  the  conflicting  rights  of  others ò. For 

these reasons, this type of data is less likely to be made available by public administrations. However, 

in line with the high estimate o f the value of public sector data, there is great potential to drive 

positive economic and social results through opening up some of this data. Health and social data, 

for example, would generally be classed as ñsensitiveò data under this categorisation as it is subject 

to the rights of patients having co -produced the data, and could be used for ends including to 

 
8 European Com mission (2019), SME panel consultation on B2B data -sharing principles and guidance ï Report 
on the results, https://ec.europa.eu/digital -single -market/en/news/sme -panel -consultation -b2b -data -sharing  
9 Communication from the Commission to the European Parliament, the Council, the European Economic and 
Social Committee and the Committee of the Regions, A European strategy for data, 2020, 
https://ec.europa.eu/info/sites/info/files/communication -european -strategy -data -19feb2020_en.pdf  
10  DIRECTIVE (EU) 2019/1024 OF THE EUROPEAN PARLIAMENT AND OF T HE COUNCIL of 20  June 2019 on open 
data and the re -use of public sector information. Available at https://eur - lex.europa.eu/legal -
content/EN/TXT/?qid=1561563110433&uri=CELEX:32019L1024  
11  Deloitte, Open Evidence, Wik Consult, timelex, Spark, The Lisbon Council (2018), Study to support the review 
of Directive 2003/98/EC on the re -use of public sect or information. Available at https://ec.europa.eu/digital -
single -market/en/news/impact -assessment -support -study - revision -public -sector - information -directive  

https://ec.europa.eu/digital-single-market/en/news/sme-panel-consultation-b2b-data-sharing
https://ec.europa.eu/info/sites/info/files/communication-european-strategy-data-19feb2020_en.pdf
https://eur-lex.europa.eu/legal-content/EN/TXT/?qid=1561563110433&uri=CELEX:32019L1024
https://eur-lex.europa.eu/legal-content/EN/TXT/?qid=1561563110433&uri=CELEX:32019L1024
https://ec.europa.eu/digital-single-market/en/news/impact-assessment-support-study-revision-public-sector-information-directive
https://ec.europa.eu/digital-single-market/en/news/impact-assessment-support-study-revision-public-sector-information-directive
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ñdevelop personalised medicine or advance  research to find cures for specific diseasesò.12  Other data 

the use of which is subject to the rights of  others  could include genetic data, and statistical 

microdata. 13  

At European level, there is an ongoing discourse within the research community on how data the use 

of which is subject to the rights of others can best be shared and made available for research 

purposes. European projects including EUDAT CDI 14  and EOSC -hub 15  have engaged on this issue, 

producing recommendations 16  on how to enable the secure sharing of this data.  

The types of measures considered go well beyond the anonymisation of person al data, for which 

there are concerns tha t it will nonetheless be possible to link the data back to the individual 

concerned. 17  Instead, they focus on points such as:  

¶ Promoting free access to the metadata of data the use of which is subject to the rights o f others;  

¶ Providing a ñsafe havenò -  a secure environment for research work on data the use of which is 

subject to the rights of others;  

¶ The relative merits of central vs distributed storage of data the use of which is subject to the 

rights of others.  

2.1.1.1.2  Ecosystem  

This section outlines the types of stakeholders concerned by the sharing of data held by the public 

sector and the use of which is subject to the rights of others. The table below provides an overview.  

Table 3  -  Stakeholder s cope (data value chain mapping)  

Domain  Data holder  Data re -user  Intermediaries  Personal 

data?  

Purpose  

Measures 
facilitating 
secondary 

use of 
sensitive 
data held 
by the 
public 
sector  

Public sector 
authority (e.g. 
Health 

institutions, 
transport 
authorities, 
statistical offices)  

Researchers/Public 
Sector Bodies/  
Businesses  

Public bodies, 
research 
organisations, not 

for profit 
organisations,  
partnerships  

X (and 
sensitive)  

Research & 
Innovation, 
Public 

health, 
increased 
efficiency  

This study focuses on  data holder, data re - users and data intermediaries . Data (co - ) producers 

in this context are typically citizens and, depending on the case, employees at statistical offices 

 
12  European Commi ssion (2020), Shaping Europe's digital future ï Questions and Answers , Available at 
https://ec.europa.eu/commission/presscorner/detail/en/qanda_20_264  
13  EOSC-hub (2019), D2.8 First Data pol icy recommendations, Available at 
https://documents.egi.eu/public/RetrieveFile?docid=3419&filename=EOSC -
hub%20D2.8%20v1%20Approved%20by%20EC%20Public.pdf&version=5  
14  EUDAT Collaborative Data Infrastructure.  See https://eudat.eu/eudat -cdi  
15  European Open Science Cloud hub ï providing support services for th e development of a European Open 
Science Cloud, and a single point of c ontact for researchers for resources for advanced data -driven research. 
See https://www.eosc -hub.eu/about -us 
16  EOSC-hub (2019), D2.8 First Data policy recommendations, Available at 
https://documents.egi.eu/public/RetrieveFile?docid=3419&filename=EOSC -
hub%20D2.8%20v1%20Approved%20by%20EC%20Public.pdf&version=5 ; EUDAT (2018), EUDAT Conference 
Outputs and Recommendations, Available at 
https://b2share.eudat.eu/records/31b4347b771641e791991578b6731aa1  
17  European Commission (2018), Synop sis Report -  Consultation: Transformation Health and Care in the Digital 
Single Market. Available at 
https://ec.europa.eu/health/sites/health/files/ehe alth/docs/2018_consultation_dsm_en.pdf  

https://ec.europa.eu/commission/presscorner/detail/en/qanda_20_264
https://documents.egi.eu/public/RetrieveFile?docid=3419&filename=EOSC-hub%20D2.8%20v1%20Approved%20by%20EC%20Public.pdf&version=5
https://documents.egi.eu/public/RetrieveFile?docid=3419&filename=EOSC-hub%20D2.8%20v1%20Approved%20by%20EC%20Public.pdf&version=5
https://eudat.eu/eudat-cdi
https://www.eosc-hub.eu/about-us
https://documents.egi.eu/public/RetrieveFile?docid=3419&filename=EOSC-hub%20D2.8%20v1%20Approved%20by%20EC%20Public.pdf&version=5
https://documents.egi.eu/public/RetrieveFile?docid=3419&filename=EOSC-hub%20D2.8%20v1%20Approved%20by%20EC%20Public.pdf&version=5
https://b2share.eudat.eu/records/31b4347b771641e791991578b6731aa1
https://ec.europa.eu/health/sites/health/files/ehealth/docs/2018_consultation_dsm_en.pdf
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performing surveys or general practitioners. They are unknown to the public and should remain so. 

There cannot be costs or benefits for (co - ) producers as part of this study.  

Data holders  are defined by the OECD as ña party who, according to domestic law, is competent to 

decide about the contents and use of (personal and non -personal) data regardless of whether or not 

such data are collected, stored, processed or disseminated by that party or by an agent on its 

behalf ò.18  In the context of thi s domain , data holders are necessarily public sector entities, such as 

statistical offices, health institutions or transport authorities. They hold the data that re -users want 

to access, and constitute the supply side  of the sensitive public data market.  

Data re - users , which can be defined as ñgenerating the social and economic value of data sharing ò 

through their use of the data the use of which is subject to the rights of others, 19  may be public 

bodies, researchers, or businesses, and accordingly may use  data the use of which is subject to the 

rights of others for information, research or commercial purposes. They constitute the demand side  

of the sensitive public data market.  

Lastly, data intermediaries  are public sector entities which primarily ñenable  data holders to share 

their data, so it can be re -used by potential data users ò. These intermediaries facilitate the processes 

(such as data permit applications, or the process of searching for the data holder holding the desired 

dataset) required for re -users to obtain access to sensitive public data held by data holders.  

Both data holders and data intermediaries perform a public service function , and therefore 

may not make pecuniary profits from these functions. However, they may  charge for that service in 

order to cover the costs linked to its provision.  

2.1.1.1.3  Ongoing initiatives  

This section outlines a list of initiatives aiming at facilitating the reuse of data held by the public 

sector and the use of which is subject to the rights of others. It examines in more depth two of these 

ï Finlandôs Findata and the German Rat für Sozial -  und Wirtschaftsdaten  (RatSWD).  

Several data holders that already make data the use of which is subject to the rights of others 

available for access and re -use have been identified:  

¶ The United Kingdomôs Department for Education  controls the National pupil database  

(NPD) containing over 21 million pupils (data stored in the NPD is never deleted). 20  Data is 

collected by state - funded education and higher education institution s in England only: other 

Devolved Administrations operate different systems.  

¶ The UK National Health Service (NHS) National Services Scotland (NSS) national safe 

haven service  ï allows data from electronic records to be used to support research when it is 

not practicable to obtain individual patient consent, while protecting patient identity and privacy. 

It provides secure file transfer and submission services to data providers  and additional services 

(e.g. analytics platforms) to researchers. It is current ly operated by the Edinburgh Parallel 

Computing Centre (EPCC, University of Edinburgh), while the Farr Institute of Health Informatics 

Research provides the infrastructure. 21  

 
18  OECD, Enhancing Access to and Sharing of Data: Reconciling Risks and Benefits for  Data Re -use across 
Societies. See: https://www.oecd.org/sti/enhancing -access -to -and -sharing -of -data -276aaca8 -en.htm  
19  OECD, Enhancing Access to and Sharing of Data : Reconciling Risks and Benefits for Data Re -use across 
Societi es. See: https://www.oecd.org/sti/enhancing -access -to -and -sharing -of -data -276aaca8 -en.htm  
20  Her Majestyôs Government, National pupil database. See: 
https://www.gov.uk/government/collections/national -pupil - database  
21  EPCC, NHS National Services Scotland (NSS) national safe haven). See: https://www.epcc.ed.ac.uk/projects -
portfolio/nhs -national -services -scotland -nss-national -safe -haven  

https://www.oecd.org/sti/enhancing-access-to-and-sharing-of-data-276aaca8-en.htm
https://www.oecd.org/sti/enhancing-access-to-and-sharing-of-data-276aaca8-en.htm
https://www.gov.uk/government/collections/national-pupil-database
https://www.epcc.ed.ac.uk/projects-portfolio/nhs-national-services-scotland-nss-national-safe-haven
https://www.epcc.ed.ac.uk/projects-portfolio/nhs-national-services-scotland-nss-national-safe-haven
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¶ The Belgian Federal Public Service (FPS) Mobility and Transport  launched a Smart 

Mobility call to support digital mobility initiatives to improve mobility and to boost the use of 

open data for mobility.   

¶ The 38 officially accredited Forschungsdatenzentren ï Research Data centres  ï in 

Germany, such as  the Research Data Centre of the Ge rman Federal Employment Agency, or the 

German Microdata Lab. 22  These have as mission to make relevant data available for research on 

labour market, pensions, unemployment benefits, education, vehicles, migration, copyrighted 

content, and others, but curren tly do not cover health (although this will be setup in the near 

future). Of particular interest is the  German Forschungsdatenzentrum (Research Data 

Centre) consist ing  of two Research Data Centres (one at federal level and one at Länder leve l) 

that enable access to official statistics microdata to researchers. 23  This enables data from 

different regional statistical offices to be centralised in one storage system, thus f acilitating 

scientific analysis. It contains data related to health, income and living conditions, agriculture, 

education, energy, taxation and other statistics. An online application to access the data must 

be submitted, and data use is subject to a fee d epending on inter alia the amount of requested 

data.  

¶ Many statistical offices across the EU, such as for instance:  

¶ Statistics Denmark is Denmarkôs central statistical authority collecting, compiling and 

publishing statistics. 24  Data can be accessed for a fee covering the costs of development and 

operation. Research institutions may access Statistic Denmarkôs collection of register data and 

to anonymised microdata after having made a request to the Division of Research Services. In 

addition, Statistics Denm ark provides customised services combining a range of statistical 

records, for a fee calculated based on the time spent on the custom request (with a defined 

hourly fee).  

¶ Statbel  is Belgiumôs statistical office collecting, producing and disseminating figures on the 

Belgian economy, society and territory. 25  These figures are available at national, regional, 

provincial, municipal and even more detailed level, as well as within a European context. Apart 

from the readily available statistics that are often used  by policy makers, consumers and 

businesses, and re searchers, pseudonymised study microdata can be made available for public 

institutions or research institutes, through a standardised procedure in order to comply with the 

privacy law.  

¶ The Czech Statistica l Office (CZSO) is Czechiaôs central statistical authority collecting, 

processing, and disseminating statistical information. 26  A wide range of data can be easily 

accessed free of charge. The use of confidential statistical data (including personal data) c an only 

be used for scientific research purposes and must be officially requested.  

¶ The National Institute of Statistics is the main producer of official statistical data for 

Romania . They are responsible for the coordination of all activities at national level regarding 

the development and dissemination of European statistics. 27  Direct access to the anonymised 

microdata is provided by means of research contracts. Access is in principle restricted to 

universities, research institutes, national stat istical institutes, central banks inside the EU and 

the EEA countries, and the ECB.As regards data intermediaries, the following initiatives were 

identified:  

¶ The eHealth platform Belgium  is a Belgian federal government service that offers an electronic 

platform where all stakeholders involved in public health  (businesses, citizens, care providers, 

 
22  The full list may be found on the German  Data Forumôs website. See: https://www.ratswd.de/en/data -
infrastructure/rdc   
23  Forschungsdatenzentrum. See: https://www.forschungsdat enzentrum.de/de  
24  Statistics Denmark. See: https://www.dst.dk/en  
25  Statbel. See: https://statbel.fgov.be/en/   
26  Czech Statistical Office. See: https://www.czso.cz/csu/czso/about -czso 
27  National Institute of Statistics. See: https://insse.ro/cms/en/conten t/about -nis  

https://www.ratswd.de/en/data-infrastructure/rdc
https://www.ratswd.de/en/data-infrastructure/rdc
https://www.forschungsdatenzentrum.de/de
https://www.dst.dk/en
https://statbel.fgov.be/en/about-statbel
https://www.czso.cz/csu/czso/about-czso
https://insse.ro/cms/en/content/about-nis
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institutionsé) can exchange information, including personal data, in a safe and efficient 

ma nner. 28  It offers a range of other services, such as MyCareNet ,29  a platform enabling data 

exchange between care providers and health insurance providers . 

¶ The UK Office for National Statistic's  (ONS)  Secure Research Service  is a facility that enables 

acces s to restricted data from surveys and other confidential datasets produced by the ONS to 

Accredited Researchers. 30  

¶ Administrative Data Research UK  (ADR UK) is a partnership between ADR Scotland, ADR 

Wales, ADR No rthern Ireland and the ONS, and which links together and anonymises data held 

by different public bodies and facilitates access thereto for approved researchers. 31  

¶ The Health Data Research Hubs are centres of excellence in the UK facilitating access to data 

held by the public sector and the use of w hich is subject to the rights of others. The Hubs bring 

together data from NHS hospitals and facilitate access for the public sector, academic and 

industry research. 32   

¶ The French Centre dôacc¯s s®curis® aux donn®es (CASD) is a partnership between several 

French universities, research centres and the national statistics institute (INSEE). CASD makes 

available data from INSEE and from different ministries (including Justice, Education, Agriculture 

and Economics), from hospitals, and even from some private co mpanies. 33  It provides this data 

through SD -Box, a secure infrastructure (or óbubbleô) accessible remotely and where confidential 

data is ósanctuarisedô. 

¶ The French Health Data Hub  is a database and service provider gathering health data from 

various databases with a view to facilitating their reuse by research institutions ï in full respect 

of privacy. 34  It also aims at enabling increasingly personalised medicine and a more efficie nt 

public system. In addition, it is tasked with promoting standardisation norms regarding health 

data exchange and reuse, taking into account European and international standards.  

¶ The French AVIESAN  (Alliance nationale pour les sciences de la vie et de l a santé) brought 

together representatives from the research and health sectors to develop a plan to advance 

precision medicine and encourage the emergence of a national and industrial sector for genomic 

medicine. This Genomic Medicine Plan 2025  takes into account technological progress in storage, 

analysis, and reporting of big data . A National Centre for Intensive Calculation will gather the 

large volumes of data  generated by twelve sequencing services and provide services for health 

care practitioners. On e of the targets is to create a national framework capable of driving 

scientific and technological innovation and economic growth in numerous fields  including big data 

processing, semantic  web and the Internet of T hings, medical devices, and eHealth. The 

consequences of precision medicine on policy will most likely not be negligible. 35   

¶ The Nordic eInfrastructure Collaboration  (NeIC) is hosted  by NordForsk, which provides for 

and facilitates Nordic cooperation on research and research infrastructure across the Nordic 

region. Among their activities, Tryggve  is a Nordic collaboration for data the use of which is 

subject to the rights of others funded by NeIC and by research institutes forming ELIXIR nodes 

of participating countries. 36  Tryggve develops and faci litates access to secure e - infrastructure for 

data the use of which is subject to the rights of others , suitable for hosting large -scale cross -

border biomedical research studies. It develops state -of - the -art scalable infrastructure for safe, 

 
28  Belgian Government,  eHealth. See: https://www.belgium.be/fr/services_en_ligne/app_be_health  
29  CIN -NIC, Aperçu général de MyCareNet . See : http://fra.mycarenet.be/algemene -beschrijving  
30  Office for Nat ional Statistics, Secure microdata. See: 
https://www.ons.gov.uk/census/2011census/2011censusdata/censusmicrodata/securemicrodata  
31  ADR UK. See: https://www.adruk.org/  
32  Health Data Research UK, The Hubs. See: https://www.hdruk.ac.uk/infrastructure/the -hubs/  
33  CASD. See: https://www.casd.eu/  
34  Health Data Hub.  See: https://www.health -data -hub.fr/  
35  https://www.thelancet.com/journals/lancet/article/PIIS0140 -6736(16)32467 -9/f ulltext  
36  NEIC, Tryggve ï Collaboration for Sensitive Data. See: https://neic.no/tryggve/  ; and ELIXIR, ELIXIR Nodes. 
See: https://elixir -europe.or g/about -us/who -we -are/nodes  

https://www.belgium.be/fr/services_en_ligne/app_be_health
http://fra.mycarenet.be/algemene-beschrijving
https://www.ons.gov.uk/census/2011census/2011censusdata/censusmicrodata/securemicrodata
https://www.adruk.org/
https://www.hdruk.ac.uk/infrastructure/the-hubs/
https://www.casd.eu/
https://www.health-data-hub.fr/
https://www.thelancet.com/journals/lancet/article/PIIS0140-6736(16)32467-9/fulltext
https://neic.no/tryggve/
https://elixir-europe.org/about-us/who-we-are/nodes
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efficient, eth ical, and legal storage, analysis and sharing of sensitive personal data for biomedical 

research between countries. The project supports open and transparent data access processes 

by engaging with the key stakeholders from each of the Nordic countries, and  facilitates 

automated cross -border data exchange among Nordic countries with the ambition to scale this 

to Europe  and beyond.  

¶ The Leuven Statistics Research centre  (LStat), created in 1988 as an interfaculty institute 

providing a coordinating link between all university research centres dealing with statistics. 

Currently, there are around 25 such centres (spread over 11 different faculties) involved in the 

activitie s of the LStat. 37  

¶ The Edinburgh Parallel Computing Centre  (EPCC), which works closely with NSS and the Farr 

Institute to extend and enhance the new NHS Scotland safe haven service beyond its current 

basic computing capability in order to provide traditiona l High -performance Computing (HPC) 

services within the safe hav en. 38  

In addition, two intermediaries are of particular interest, as they perform functions that are similar 

to those outlined in the proposed policy options . Annex I  provides additional details on these two 

initiatives.  

2.1.1.1.3.1  RatSWD  

The German RatSWD is a public advisory council to the German federal government  and was 

founded in 2004. The RatSWD aims at sustainably improving the research data infrastructure  

that underlies empirical research and at contributing to the international competitiveness of said 

research.  

It is made up of an independent body of researchers and representatives of data holders , 

and acts as an institution of exchange and of mediation between the interests of s cience and data 

producers. As such, it is an important platform for communication and coordination .  

RatSWDôs core tasks are the following:  

¶ To issue recommendations on further improving the data infrastructure, specifically:  

¶ Recommendations on how to secur e and further improve data access, particularly by establishing 

and evaluating research data centres and data service centres according to a set of clear 

standards;  

¶ Recommendations on how to improve data use through the provision of scientific and statisti cal 

data (research data portal; metadata) and appropriate documentation;  

¶ Recommendations on research topics and research tasks pertaining to the conceptual 

development of data infrastructures on the national, European and international level;  

¶ Recommendatio ns on how to optimise the production and provision of research - relevant data;  

¶ To advise science and policy, specifically:  

¶ Advising the Federal Ministry for Research and the Länder governments on the development of 

the research -based data infrastructure;  

¶ Advising public and private data producers;  

¶ Advising data producers that are institutionally unaffiliated with independent scientific research 

on how to receive certification as a scientific research institution (certification);  

¶ To monitor legal and techno logical developments, specifically:  

¶ Monitoring national and legal developments in data provision;  

¶ Monitoring technological developments, e.g. virtual research environments; and  

 
37  Leuven Statistics Research Centre. See: https://lstat.kuleuven.be/  
38  EPCC. See: https://www.epcc.ed.ac.uk/  

https://lstat.kuleuven.be/
https://www.epcc.ed.ac.uk/
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¶ To organise and host the Conference for Social and Economic Data every three ye ars.  

Although RatSWD itself does not make data available to re -users, it is an intermediary responsible 

for the accreditation of Germanyôs Research Data Centres (RDCs)  (see the discussion of the 

German Forschungsdatenzentrum  above) , which act as data holde rs and sometimes also as data re -

users for research purposes. It coordinates these RDCs via a Standing Committee Research Data 

Infrastructure (FDI Committee)  established in 2009. In addition, the RatSWD accredits RDCs 

when they meet a number of criteria, a nd monitors their continued compliance with these. The 

RatSWD also provides a search engine for datasets held by the 3 8 accredited RDCs in Germany (with 

a few exceptions).  

2.1.1.1.3.2  Findata  

Findata is Finlandôs recently established one - stop - shop  responsible for str eamlining and securing 

the secondary use of social and health data. It guarantees a flourishing ecosystem around the 

secondary use of social and health data streamlining the processes for the issuing of research 

permits  and data collection and ensuring tha t data is being used in secure environments , thereby 

maintaining the trust that the general public have in authorities and the public sector.  

Findata makes retrieving combined health and social data from different sources easier, faster and 

possible with just one permit application , removing the need to approach each authority and 

data source separately.  These applications are not free for the re -user: for a Finnish or EU/EEA -based 

re -user, a decision on a data request costs EUR 1 ,000, excluding an additio nal data processing fee 

of EUR 115/hour (for the combining, pre -processing, pseudonymisation and anonymisation of the 

data).  

Findata is also responsible for ensuring the ethically sustainable use of data . It makes decisions 

on data permits concerning data held by other controllers, and is responsible for the collection, 

combination, pre -processing and disclosure of data for secondary use, in accordance with the Act  on 

Secondary Use of Health and Social Data . Furthermore, the data permit auth ority maintains a data 

request management system to forward and process data requests and permit applications.  

Findata also maintains a secure hosting service  for receiving or disclosing personal data and a 

secure operating environment, in which the permi t holder may process the personal data he/she has 

been disclosed on the basis of data permit. It also supervises compliance with the terms and 

conditions of the permit it has issued. The data permit may be revoked if the permit holder fails to 

comply with the law or the terms and conditions of the permit. Lastly, the data permit authority is 

responsible for the pseudonymisation and the anonymisation of personal data.    

2.1.1.2  The problem, its magnitude and the stakeholders affected  

Several issues can be identified  as part of this domain .  

The first concerns discovery of, and access to, data . As stated in the European strategy for data, 

ñthe value of data lies in its use and re -useò. The unavailability in some Member States of certain 

types of data the use of which is subject to the rights of others for re -use, results in a range of 

problems such as:  

¶ The inability for re -users to access and use the data in order to conduct research and 

development that may have positive impacts for society, such as improved pub lic services 

including public transport, healthcare or education;  

¶ The inability for decision -makers to rely on re -users research outputs as input to their decision -

making that could result in overall óbetterô policies; and 
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¶ Barriers in the development of A rtificial Intelligence (AI), which requires data to improve 

continuously.  

The second issue is data interoperability and quality . Even when given datasets held by the public 

sector and the use of which is subject to the rights of others are made available f or reuse, research 

may require combining datasets from different data holders. This is hampered by the insufficient 

data interoperability among datasets from different sources, which may structure their datasets 

differently ï resulting in additional time s pent by re -users on combining different datasets rather 

than on conducting research for the public good. This situation necessarily results in fragmentation  

as regards access to, and combination of, data of sufficient quality, and in an imbalance  between 

large re -users (such as multinational pharmaceutical companies) that have the resources to perform 

this work, and smaller re -users (such as SMEs or some researchers) which do not always have that 

capacity. This imbalance is reinforced by the growing costs a ssociated with re -use of the data, 

deterring smaller reusers.  

An additional issue regards the ability of citizens to exercise their rights , notably under the 

General Data Protection Regulation, in the absence of transparent and streamlined processes to do 

so.  

When examining the issueôs European dimension, the situation is even more fragmented , as 

some Member States have taken steps to facilitate the re -use of data held by the public sector and 

the use of which is subject to the rights of others (such as est ablishing one -stop shops or single data 

permit authorities, as well as cross -border data re -use mechanisms) whereas others have not. This 

hampers research at a European scale ï a scale that would enable both higher quality research, and 

increased AI develo pment, due to larger datasets being available and interoperable.  

While the benefits of reusing data the use of which is subject to the rights of others cannot be 

accurately estimated, data access and reuse of public sector data (including non -sensitive data) is 

estimated to bring social and economic benefits equivalent to between 0 .1% and 1 .5% of GDP, 

according to the OECD. 39  This therefore impacts society as a whole: data  re -users, data holders, data 

intermediaries and citizens (both in th eir role as co -producers, and also as members of society more 

broadly).  

Two broad categories of data holders can be differentiated: statistical offices and health -  and social -

related data holders. As regards statistical offices (and other public authoriti es responsible for the 

development, production and dissemination of statistics), the European Statistical System keeps an 

up - to -date list that currently contains 286 entities, 40  of which 27 are related to health (and therefore 

excluded from this count to a void double -counting). As a result, the amount of data holders in the 

EU27 when it comes to statistical microdata can be estimated to be around 260 .  

As regards health -  and social - related data , several broad types of data holders can be identified, 41  

namely  an estimated:  

 
39  OECD, Enhancing Access to and Sharing of Data: Reconciling Risks and Benefits for Data Re -use across 
Societies . See: https://www.oecd.org/sti/enhancing -access -to -and -sharing -of -data -276aaca8 -en.htm  
40  European Commission, List of National statistical institutes (NSI) and other national authorities . See: 
https://ec.europa.eu/eurostat/documents/747709/753176/20190607_List_other_national_statistical_authoritie
s_IT.pdf/f3c3bddf -c378 -4203 -92a2 -48d0dd789f3d  
41  This identification is an e xtrapolation based on the different types of data holders concerned by Findata, on 
the different public sector partners of the French Health Data Hub, and on the health and social affairs data 
holders listed in the Centre dôacc¯s s®curis® aux donn®es. It excludes statistical office s to avoid double -
counting.  

https://www.oecd.org/sti/enhancing-access-to-and-sharing-of-data-276aaca8-en.htm
https://ec.europa.eu/eurostat/documents/747709/753176/20190607_List_other_national_statistical_authorities_IT.pdf/f3c3bddf-c378-4203-92a2-48d0dd789f3d
https://ec.europa.eu/eurostat/documents/747709/753176/20190607_List_other_national_statistical_authorities_IT.pdf/f3c3bddf-c378-4203-92a2-48d0dd789f3d
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¶ 55 Ministries of Health (typically one per Member State, except in federal countries, namely 

Austria with 9 länder, Belgium with three federated governments, and Germany with 16 länder);  

¶ 55 Ministries of Social Affairs (typically one per Mem ber State, except in federal countries);  

¶ 104 Medical insurance authorities (of which it can be assumed there is on average one per each 

104 NUTS -1 region);  

¶ 55 Pensions Authorities (typically one per Member State, except in federal countries);  

¶ 104 Social Se curity Authorities (of which it can be assumed there is on average one per NUTS -1 

region);  

¶ 27 Medicine Authorities (typically one per Member State);  

¶ 27 Population registers (typically one per Member State); and  

¶ 104 Hospitals Authorities (of which it can be  assumed there is on average one per NUTS -1 

region) 42 . 

Thus, there are roughly 530 data holders in the health and social domains . 

In addition, there are a number of cross -sectoral data holders: public universities and research 

centres that one the one hand  re -use data the use of which is subject to the rights of others (on 

which see below), but on the other also produce such data (e.g. when conducting surveys). To 

estimate the number of such public entities, the Eurostat list of recognised research entities  listing 

666 recognised entities across the EU27  was used .  

In total therefore, there are around 1 ,500 data holders  in total impacted.  

With regards to data re -users, an estimated number of re -users of statistical microdata can be 

derived from Eurostatôs list of recognised research entities, which lists a total of 666 recognised 

research entities  in the EU27. The total number of data re -users for health and social data overlaps 

with the research entities recognised by Eurostat: 48 of these conduct research in inter alia  social 

sciences, while 22 conduct research in a health - related domain. However, it also includes a large 

number of private companies ï that number is estimated to be 147 ,000 companies .43    

Thus, there are roughly 150 ,000 data re - users  impacted in total.  

Lastly, two public data intermediaries can be reasonably assumed to exist in each Member State 

(except those with a federal structure) ï one for health and social data, and another for statistical 

microdata ï this is a total of 110 public data intermediarie s  in total. 44   

The table below summarises these figures:  

Table 4  -  Estimated number of stakeholders impacted in the EU -27  

Stakeholder 

type  

Health and social  Statistics  Total  

 
42  Individual hospitals and doctors are considered to be data co -producers rather than data holders.  
43  This estimation was reached using a) the number of people employed in the healthcare industry (800, 000 in 
2012 in the EU, see 
https://ec.europa.eu/growth/sectors/healthcare_en#:~:text=A %20vibrant%20EU%20pharmaceutical%20sect
or,the%20EU's%20total%20manufacturing%20workforce. ); b) the number of active businesses in the EU (27.5 
million in 2017), and c) the number of employed persons in the EU (150 million persons in 2017), see 
https://ec.europa.eu/eurostat/statistics -explained/index.php/Business_demography_statistics . These figures 
were used to reach an average number of employees per  active business (150,000,000/27 500 00=5.45); from 
whic h the number of healthcare businesses was derived (800,000/5.45=146 ,788 .99) and rounded -up.  
44  Indeed, it is unlikely that a given Member State would have more than one public data interme diary for the  
same domain, since the reason behind their existence is to streamline procedures.  

https://ec.europa.eu/growth/sectors/healthcare_en#:~:text=A%20vibrant%20EU%20pharmaceutical%20sector,the%20EU's%20total%20manufacturing%20workforce.
https://ec.europa.eu/growth/sectors/healthcare_en#:~:text=A%20vibrant%20EU%20pharmaceutical%20sector,the%20EU's%20total%20manufacturing%20workforce.
https://ec.europa.eu/eurostat/statistics-explained/index.php/Business_demography_statistics


 

21  

 

Data holders 
(public sector)  

 

55 Ministries of Health  
55  Ministries of Social Affairs  

104 Medical insurance authorities  
55 Pensions Authorities  
104 Social Security Authorities  
27 Medicine Authorities  
27 Population registers  
104 Hospitals Authorities  

260 Statistical offices  Approx. 
1, 500  

 

 
666 recognised research entities  

Data re -users 
(private 
sector and 
academia)  

70 recognised research entities 
(overlapping with statistics)  
147  000 private companies  

666 recognised research entities  Approx. 
150 ,000  

Data 
intermediaries 
(public sector)  

55  55  Approx. 
110  

These numbers are non - exhaustive , as there are many additional stakeholders in sectors other 

than health and statistics, such as mobility, business registers or financial reporting databases.  

2.1.1.3  The causes of the problem  

This situation is a result of several key drivers . In many Member States, there is uncertainty 

regarding applicable rules and legislation  ï both to provide access to data the use of which is 

subject to the rights of others, and to access it. For instance, it remains unclear in some Member 

States whether national ministries have a legal obligation to make the data (the use of which is 

subject to the rights of others) they hold available for re -use. 45  

Second, data the use of which is subject to the rights of others cover a wide range of different 

types of datasets  ï ranging from health data to statistical microdata covering a variety of topics 

such as household composition. For example, the French CASD provides access to data categorised 

in a large number of themes, such as agriculture, businesses characteristics, unemployment, 

household consumption, housing, life expectancy, living standards, health, immigration, and 

others. 46   

Lastly, different methods  to enable the re - use of data the use of which is subject to the 

rights of others co-exist, as detailed above.  

2.1.1.4  The effects of the problem  

The current situation results in a range of impacts. First, researchers must spend time and resources 

finding who hold s the datasets they seek, discovering and understanding any specific procedure to 

request these datasets, filling in several separate applications to access the datasets, and potentially 

curating the data in order to enable their combination. This may dete r researchers with limited 

resources from going through the process altogether, while researchers who decide to go through 

the process may see their application rejected ï or one of their applications rejected (when they 

apply to more than one data holder) . This makes it more difficult  for them to conduct their 

research .  

Similarly, businesses have to navigate through the same issues. While large companies may have 

the resources to do so, SMEs do not always have such resources, resulting in an unequal acces s to 

data the use of which is subject to the rights of others and therefore reduced innovation 

 
45  As was revealed during a stakeholder interview.  
46  CASD, Les sources de données déjà disponibles au CASD . See: https://www.casd.eu/les -sources -de-
donnees -disponibles -au-casd/  

https://www.casd.eu/les-sources-de-donnees-disponibles-au-casd/
https://www.casd.eu/les-sources-de-donnees-disponibles-au-casd/
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and business opportunities  when such access is limited. This impact is cumulative , since in effect 

larger companies are in a better position than small ones to i nnovate and to develop new products 

and services.  

Data holders that do not allow access to the data the use of which is subject to the rights of others 

they hold may have fewer incentives to ensure the dataôs high quality. In addition, they are 

harmed by the abovementioned hindrances to research, as this research could be used as input for 

better - informed policy - making . This has negative impacts across the board for society, health, 

and the environment.  

2.1.2  Establishing a certification/authorisation scheme for  data altruism mechanisms  

2.1.2.1  Background  

2.1.2.1.1  Context  

Building up ñdatabases required for the development of artificial intelligence geared towards public 

service missionsò will be a key development in the near future, as predicted in the recent French 

Parliamentar y Mission Report on Artificial intelligence. 47  Through such databases, citizens or other 

stakeholders could choose to allow their data to be used for the public benefit.  

As of today, data sharing is rapidly rising and the value of the EU27 data economy is  already EUR 

301 billion or 2 .4% of the EU GDP. The predicted volume of data that will be shared will increase 

fivefold to 175 zettabytes in 2025 as compared to 2018 48 . This data i ncludes personal data held by 

indiv iduals, private sector and civil society organisations that can greatly benefit society. When 

focusing on the greater good of society, as opposed to the economic benefit of individual 

stakeholders, data altruism schemes are an interesting mechanism to consider for the public sector.  

Data altruis m is, to date, a small part of data sharing however one that gained increased attention 

in the previous months, during the COVID -19 pandemic, in the form of data altruism for public health 

reasons.  

While there is an overall willingness to share for exampl e personal data for the public good 49 , to date, 

wide -spread  data altruism scheme does not exist, even though a shared approach on this topic could 

provide large gains for society. A data altruism scheme is understood as digital data sharing for public 

benefit. Where data altruism decisions are based purely on the c onsent of individuals ódonatingô their 

own personal data, data altruism schemes must allow data subjects  to revoke their consent for data 

processing according to the General Data Protection Regulation (GDPR). An example of this 

revocation right can be foun d in the Corona -Datenspende App 50 . It needs to be stressed that 

ódonatingô does not mean that the data holder/owner loses rights to their data, instead access to this 

data is provided and should, under GDPR, always be able to be revoked.  

A key challenge i s determining exactly when a data sharing decision is driven by altruism, as opposed 

to being an economic decision. A potential indicator of the presence of an altruistic motivation is to 

examine the circumstances of the data sharing: if the data producer receives a direct benefit (such 

as a new or improved product or service) as a result of sharing data, their motivations are less likely 

to qualify as altruistic even if a social good also materialises. Note that data altruism schemes are 

generally understo od to comprise data infrastructures or mechanisms that will benefit the greater 

 
47  Villani (2018), FOR A MEANINGFUL ARTIFICIAL INTELLIGENCE TOWARDS A FRENCH AND EUROPEAN 
STRATEGY. Available at https://www.aiforhumanity.fr/pdfs/MissionVillani_Report_ENG -VF.pdf   
48  The European Data Strategy. Shaping Europeôs Digital Future Factsheet. February 2020. Available at 
https://ec.europa.eu/commission/presscorner/detail/en/fs_20_283  
49  Halvorson, Permanente, and Novelli (2014), Data Altruism: Honoring Patientsô Expectations for Continuous 
Learnin g. Available at https://nam.edu/wp -content/uploads/2015/06/dataaltruism.pdf  
50  Corona -Datenspende App FAQ. Robert Koch Institute, https://corona -datenspende.de/faq/  

https://www.aiforhumanity.fr/pdfs/MissionVillani_Report_ENG-VF.pdf
https://ec.europa.eu/commission/presscorner/detail/en/fs_20_283
https://nam.edu/wp-content/uploads/2015/06/dataaltruism.pdf
https://corona-datenspende.de/faq/


 

23  

 

society as a public good 51  and not for economic benefit of individual stakeholders. A data altruism 

scheme can take a number of different forms, depending on how it is set -up w hich again depends 

on various factors such as policy, legal, technology and organisational. 52 ,53   

Projects have begun in a number of European countries to explore different possibilities to enable 

data altruism. In Finland, for example, the MyData project aims to enable a óparadigm shift in 

personal data management and processing that seeks to transform the current organization centric 

system to a human centric systemô54 . This conceptual approach goes well beyond the topic of data 

altruism, presenting a hol istic approach to personal data management and developing a discussion 

framework that can host many implementations and models, including projects. However, one of the 

main ways that the infrastructure is described as creating value is ôas a common framework for 

different kinds of research data banks to easily acquire consumersô consent to collect their dataò55 .  

Similarly, the OwnYourData project has developed a Semantic Container for Data Mobility, supported 

by Horizon 2020 funding. The semantic container  enables ñsecure and traceable data exchange 

between multiple partiesò56 , with one of the use -cases named as ñdata donationò to support studies 

and research. Another example includes the Valencia.Data project in Spain which maintains a 

database of people who have chosen to make their personal data available through this projec t, 

together with a platform for the management of this data. The purpose of the project is to promote 

the reuse of data for research. This project was funded by the region of Valencia, public resources, 

and is still running various projects at the Institut o de Biomecanica de Valencia. The institute runs 

several research and development projects focused on data altruism with a focus on the public good. 

These include projects to for example reduce the amount of textile waste in the textile industry by 

asking data holders, citizens, to donate physical data to improve clothing seizing. While it sounds 

commercial, this is a project to utilize data sharing to reduce environmental damages from the textile 

industry. To date, up to 4000 data holders have shared their  data for various projects, however the 

institute must request consent from every data holder for every new project to reuse data. The data 

holder then has the opportunity to approve or decline consent for the various projects. All projects 

are funded by t he Valencia government and the institute had built every project infrastructure for 

data sharing independently, for which no exact price estimation could be provided. While the institute 

finds that data holders are willing to share data, this strongly depe nds on the time they must make 

available to share data and what they will receive in return (research results). The less time is 

required to share data and the clearer they will know what they can except in return, the more wiling 

they are to share data an d to do so repeatedly for future projects.  

A current approach of a data altruism ecosystem is the Corona -Datenspende -App in Germany. For 

the public interest, specifically to safeguard health and to prevent new pandemic outbreaks, the 

German Robert Koch - Ins titute (RKI) is collecting via this app health data related to COVID -19 of 

Corona -Donation -App -users. With a scientific evaluation of the donated data that was made 

 
51  Skatova A, Goulding J (2019) Psychology of personal data donation. PLoS ONE 14(11): e0224240. 
https://doi.org/10.1371/journal.pone.022424  
52  Kirkpatrick, R. A New Type of Philanthropy: Donating Data (2013). Harvard Bu siness Review  
53  High -Level Expert Group on Busi ness - to -Governme nt Data Sharing (2020), Towards a European strategy on 
business - to -government data sharing for the public interest.  
54  Poikola, Kuikkaniemi, Honko (2014), MyData ï A Nordic Model for human -cente red personal data 
management and processing. Av ailable at 
http://julkaisut.valtioneuvosto.fi/bitstream/handle/10024/78439/MyData -nordic -
model.pdf?sequence=1&isAllowed=y  
55  Poiko la, Kuikkaniemi,  Honko (2014), MyData ï A Nordic Model for human -centered personal data 
management and processing. Available at 
http://julkaisut.valtioneuvosto.fi/bitstream/handle/10024/78439/MyData -nordic -
model.pdf?sequence=1&isAllowed=y  
56  Ownyourdata, SEMANTIC CONTAINER FOR DATA MOBILITY . See https://www.ownyourdata.eu/en/semcon/  

http://julkaisut.valtioneuvosto.fi/bitstream/handle/10024/78439/MyData-nordic-model.pdf?sequence=1&isAllowed=y
http://julkaisut.valtioneuvosto.fi/bitstream/handle/10024/78439/MyData-nordic-model.pdf?sequence=1&isAllowed=y
http://julkaisut.valtioneuvosto.fi/bitstream/handle/10024/78439/MyData-nordic-model.pdf?sequence=1&isAllowed=y
http://julkaisut.valtioneuvosto.fi/bitstream/handle/10024/78439/MyData-nordic-model.pdf?sequence=1&isAllowed=y
https://www.ownyourdata.eu/en/semcon/
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available, the RKI project team calculates a ófever mapô with the societal purpose to detect early 

possible hotspots. 57  The app and its use is voluntary and the data are pseudonymi sed. Data collection 

and data processing are subject to strict data protection guidelines. 58  Through a scientific blog 

(www.corona -datenspende.de) providing relevant and further information about the app and the 

processing of the data, RKI aims to enhance transparency and reliability.  

 

SelfData Territorial is a project of Fing (Next Generation In ternet Foundation), a French organization 

which aims that individuals take control of their personal data, rather than tacitly allowing it to be 

exploited by others, in order to recognize their right to use (not own) their data. 59  The concept of 

Self Data means that people are empowered to reuse their personal data themselves for their own 

purposes. This also includes their ability to access their personal data in a reusable format, and that 

they are equipped with tools and services to do so. 60  According to  Fing, the hoster of MesInfo, 

SelfData complies with existing data protection regulations in France and complements it. Currently, 

three French regions, Nantes Métropole, La Rochelle, and Grand Lyon are participating in the SelfData 

Territorial project.  

There are therefore mul tiple examples of data altruism schemes and infrastructures that could be 

applied to this purpose and a potential high level of demand for them from both individuals who want 

to make their data available under specific constraints, and  research and other organisations, which 

want to re -use and analyse it.  

2.1.2.1.2  Ecosystem  

A data altruism ecosystem consists of various stakeholders: the data subjects, intermediary, data 

holder and data re -user. The four stakeholders are described, visualized an d explained in a Table 1 

below.  

The ecosystem stakeholders:  

Data subjects are individuals or organisations 61  that actively share their data for an altruistic 

purpose. The exact level of detail on the purpose of such data sharing can, but must not always be 

known once sharing the data. Such purposes of data sharing include research and development, 

public health,  public interest, matching of and synergising cross -sectoral data, information about 

public administrations and regarding the society, economy or the environment, transparency, or 

improvement of the access to public services. Data sharing must always be compliant with the GDPR 

regulation and allow the data sharer to revoke the data sharing rights.  

Intermediaries  are organisations or institutions wh ich act as a link between data subjects and data 

re -users in order to transmit the data to the latter. Intermittent stakeholders are e.g. patient 

associations and health insurance schemes which collect patient data, or research organisations 

which collect personal data for research and study purposes.  

A data holde r  is an entity such as public sector bodies, companies or organisations that manages, 

hosts and provides the shared data. Depending on the specific data scheme, data holders have 

 
57  Robert Koch - Institut, Blog zur wissenschaftlichen Auswertung der Corona -Datenspende, 2020, 
https://www.rki.de/DE/Content/InfAZ/N/Neuartiges_Coronavirus/Corona -Datenspende.html  (13.05.2020).  
58  See previous footnote.  
59  FING, SelfData Territorial,  2020. See http://mesinfos.fing.org/self -data - territorial/ .  
60  FING (The Next Generation Internet Foundation), U nderstanding Self Data, 2017. See 
http://mesinfos.fing.or g/wp -content/uploads/2017/08/selfdata_FAQ_mydata2017.pdf .  
61  Note that the data s ubject for the purpose s of this note is therefore not necessarily a data subject in the 
sense of the GDPR, since a data subject under the GDPR must be an individual natural person, not an 
organisation or other form of legal entity.  

https://www.rki.de/DE/Content/InfAZ/N/Neuartiges_Coronavirus/Corona-Datenspende.html
http://mesinfos.fing.org/self-data-territorial/
http://mesinfos.fing.org/wp-content/uploads/2017/08/selfdata_FAQ_mydata2017.pdf
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respective technical, organisational and/or governance functions in order to m ake the data accessible 

to interested re -users by the request of the data subjects.  

A data re - user  is an entity, usually a research body, that re -uses the shared data to create new 

knowledge insights that contribute to the benefits of the society. Data re -users can be researchers, 

public sector bodies or non -governmental organisations. The re -use of shared data should be solely 

for public benefit and not for private economic gains.  

A data altruism ecosystem can be approached from the perspective of a publ ic body or private body. 

Both approaches are visualized below and mapped in the ecosystem mapping in Table 1.  

As an example,  to illustrate that stakeholders can have multiple roles in the ecosystem, the Corona -

Datenspende App ecosystem is also mapped in T able 1 as well as a Business - to -Government example 

from the maritime sector:  

Table 5  ïData altruism scheme ecoystem  

Example  Data 

subjects  

Data 

holder  

Intermediaries  Data re -

user  

 

Type of 

data  

Purpose  

Public 
sector data 
holder  

-Citizens  
-
Companie

s 
 

-Public 
sector 
bodies  

-NGOs 
 
 
 

-Public sector 
bodies  
-Organisations  

-Companies  
(hosting a 
platform/schem
e for data 
altruism)  

-Public 
sector 
bodies  

-Researchers 
(not for 
economic 
gains)  
-
Organisation
s 

-
Persona
l 

sensitiv
e data  
-
Persona
l non -
sensitiv
e data  
-Other 
data  

-R&D 
-Public benefit  

Private 
sector data 
holder   

-Citizens  
-
Companie
s 

-
Companies  
 

-Public sector 
bodies  
-Organisations  
-Companies  
(hosting a 
platform/schem
e for data 

altruism)  

-Public 
sector 
bodies  
-Researchers 
(not for 
economic 
gains)  

-  -R&D 
-Public benefit  

Corona -
Datenspend
e App  

-Citizens  -Public 
sector 
bodies 

(Robert -
Koch -
Institute)  

-Robert -Koch -
Institute  

-Researchers 
(project 
team of the 

Robert -
Koch -
Institute)  

-
Persona
l 

sensitiv
e data  

-R&D 
-Public health 
(prevent new 

pandemic 
outbreaks)  
-Societal 
benefits  

Vessel 
Traffic Data 
PoC 

-Vessels  -Statistics 
Netherland
s 

-MarineTraffic  -Statistics 
Netherlands  

-Other 
data  

-R&D  
-Maritime  
(improve 
statistics for 
maritime 
related 
policymaking)
62  

 
62  Towards a European strategy on business - to -government data sharing report . European Commission (2019)  
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2.1.2.1.3  Ongoing initiatives/Market analysis  

This section outlines a list of initiatives aiming at facilitating data altruism schemes and active data 

altruism schemes in the European Union. The focus in on data intermediaries and data reusers, in 

particular public research institutes and NGOôs. Due to the relative recent development of data 

altruism schemes, there is a limited amount of examples, nevertheless it has to be noted that the 

current COVID -19 pandemic has led to an acceleration of nationa l health related data altruism 

schemes. Germany and Italy have both developed data altruism schemes in the form of contact 

tracing applications for smartphone and will be presented in -depth.  

Data altruism scheme -  Data intermediary and data re - user  

It has to be noted, as explained in the ecosystem, that the intermediary and data re -user can often 

be the same actor considering public bodies that manage the application (intermediary) are also 

reusing the made available data.  

¶ The Instituto de Biomecanica de Valencia (IBV), part of the Universidad Politecnica de Valencia 

in Spain, is a technology research center that ran the Valencia.Data  project from 2018 -2019 63 . 

As a data reuser, the IBV established a data altruism scheme by c reating an app that enables 

citizens to share personal data , such as anatomi cal -physiological data, for research purposes. 

The IBV is an intermediary and data re -user in this instance.  

¶ The MESINFOS Project  was a project, run by the City of Lyon, aiming to  empower citizens to 

reuse and share their energy consumption data 64 .  

2.1.2.1.3.1  The German Corona -App approach  

At the beginning of April, the German Robert Koch - Institut (RKI) released the Corona Data 

Donation App  (in German: Corona -Datenspende -App) which aims to contribute information about 

the spreading of SARS -CoV-2 in Germany. With a scientific evaluation of data, the project team 

calculates a ñfever mapò in order to detect early possible hotspots.65   

The app and its applications is voluntary and anonymized. Currently (05.05.2020), 509 ,532 persons 

have registered with a total amount of 15 ,259 ,595 data sets made available. 66  The data covers 

information about sex, age in a 5 -year - interval, size in 5 -cm - intervals, health status and activity 

data regar ding sleeping behavior, heart frequency and temperature, and the regional code.  

The algorithms in the app can recognize symptoms, which are correlated with an infection with the 

Coronavirus. 67  The purpose of the data is exclusively of scientific nature. A fter a careful analysis, the 

data contribute to the visualization of a map, which shows the regional distribution of infected 

persons up to a local level. The RKI has at no time access to personal information such as name or 

address of the app users. Data collection and data processing are subject to strict data protection 

guidelines. 68  These standards were verified before launching the app. Persons who choose to make 

their data available have the possibility to access, administer and delete all of their pe rsonal data. 

The app was edited by the RKI in collaboration with Thryve ( mHealth Pioneers GmbH), a digital health 

 
63  VLC.Data. Instituto de Biomecanica de Valencia. https://www.ibv.org/blog/proyecto/valen ciadata -
ecosistema -digital -centrado -en- las-personas/  
64  MESINFOS http://mesinfos.fing.org/english/  
65  Robert Koch - Institut, Blog zur wissenschaftlichen Auswertung der Corona -Datenspende, 2020, 
https://www.rki.de/DE/Content/InfAZ/N/Neuartiges_Coronavirus/Co rona -Datenspende.html  (13.05.2020).  
66  Corona -Datenspende Blog, Robert Koch - Institut, Der Corona -Datenspend e Blog, 2020, https://corona -
datenspende.de/science/  (13.05.2020).  
67  Robert Koch - Institut, Cor ona -Datenspende -App. Hände waschen, Abstand halten, Daten spenden ï Ihr 
Beitrag gegen Corona, 2020, https://www.rki.de/DE/Content/InfAZ/N/Neuarti ges_Coronavirus/Corona -
Datenspende -allgemein.html  (13.05.2020).  
68  See previous footnote.  

https://www.ibv.org/blog/proyecto/valenciadata-ecosistema-digital-centrado-en-las-personas/
https://www.ibv.org/blog/proyecto/valenciadata-ecosistema-digital-centrado-en-las-personas/
http://mesinfos.fing.org/english/
https://www.rki.de/DE/Content/InfAZ/N/Neuartiges_Coronavirus/Corona-Datenspende.html
https://corona-datenspende.de/science/
https://corona-datenspende.de/science/
https://www.rki.de/DE/Content/InfAZ/N/Neuartiges_Coronavirus/Corona-Datenspende-allgemein.html
https://www.rki.de/DE/Content/InfAZ/N/Neuartiges_Coronavirus/Corona-Datenspende-allgemein.html
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company. Through a scientific blog (www.corona -datenspende.de) providing relevant and further 

information about the app and the processing of the data, RKI aims to enhance transparency and 

reliability.  

The release of the Corona Donation App has been accompanied by an intense public discussion about 

where to store the data and who is ultimately controlling the data that was made available: 69  The  

two diverging approaches are either a decentralized or a centralized storage of data. Whereas within 

a decentralized model, a user in case of an infection only sends its own IDs to the server, in the 

central version the app sends additionally the codes of  all contacted persons to the server. This 

information is sensitive and needs to be protected with special standards. The current version of the 

app follow the decentral model.  

In addition, the Federal Government of Germany launched the Corona - Warn - App  to ñhelp fight the 

coronavirusò70   on the 16 th  of June 2020. This contact tracing app aims to notify [the app] users 

when they have been in contact with an infected person which could result in a risk of catching the 

virus. Thereby, the government hopes t o interrupt the chains of infection and reduce the spread of 

the virus in Germany. The application is a form of data altruism because it helps to break chains of 

infection and provides valuable data insights for the health ministry, and user of the app, wh o could 

not track everyoneôs interaction of the past 14 days. This is also an example that data altruism exists 

is many different variations that can help the greater public good, including limiting the further spread 

of a pandemic.   

The app operates by r elying on Bluetooth technology, which must be active on a userôs smartphone, 

to measure the distance and duration of contact between people that have installed the app. The app 

is available for free to download on IOS and Android devices and serviced by th e Federal Government. 

The technology is enabled to exchange temporary encrypted random IDs but does not allow 

connections to be made to a userôs identity or location. When a user tests positive for the virus, they 

can voluntarily inform other users by noti fying in the app that they have tested positive. The app 

then checks who has been in contact with the infected person and notifies them through a warning 

in the app. To conclude, the Federal Government is the data re -user, the application user the data 

hol der and the application the intermediary 71 .  

Note, that data security and protection is of high importance in Germany and the Federal Government 

ensures users that the app meets European and German data protection requirements. To do so, the 

Federal Commis sioner for Data Protection and Freedom of Information (BfDI ) and the Federal Office 

for Information Security (BSI) were involved in the development of the Corona -Warn -App 72 . Users 

remain anonymous, they do not have to provide e.g. their personal data when they register to use 

the app, and all data is encrypted and stored exclusively on your own smartphone . This is 

significant because thereby the data holder  provides access to data but does not share or donate 

the data itself with the data reuser.  

 
69  Tagesschau, Co rona -Tracing -App. Was heißt zentralisiert oder dezentral?, 2020, 
https://ww w.tagesschau.de/inland/coronavirus -app -101.html  (13.05.2020).  
70  The Coronavius warning app. The Federal Go vernment of Germany (2020): 
https://www.bundes regierung.de/breg -de/themen/corona -warn -app/corona -warn -app -englisch  
71  Ibid.  
 
72  Ibid.  

https://www.tagesschau.de/inland/coronavirus-app-101.html
https://www.bundesregierung.de/breg-de/themen/corona-warn-app/corona-warn-app-englisch
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To date, Friday the 26 th  of June 2020, the app has been downloaded by 13 .3 Million users 73  and the 

Federal Government is investigating cross -border collaboration with Switzerland, the Netherlands 

and France to establish interoperability across national borders to fight the virus.  

2.1.2.1.3.2  The Italian Immuni App  

At the beginning of June 2020, ñImmuniò, the Corona App of Italy was released and has to date 

(26.06.2020) already been downloaded over 3 million times. As other Corona -apps, Immuni aims to 

contribute to the containment of SARS -CoV-2 and thereby to prevent potential outbreaks of the 

virus. 74  The functions are not yet activated nationwide, which is expected to happen in the upcoming 

weeks. As in Germany, the app is based on a source code which is openly available and based on 

contract tracking via Bluetooth Low Energy technology. The data is stored  in a decentralized way; 

and personal data, such as name, date of birth, mobile phone number, identity of contact person or 

location is not asked for. 75  Anyone with close contact with a user who has tested positive for COVID -

19 will receive a warning from the app regarding a potential risk of infection. In order to increase the 

number of potential users, altruism was used as a strategy to improve the trust in and acceptance 

of the app, according to Paolo de Rosa, Chief Technology Officer at the Ministry for  Innovation 

Technology and Digital Transformation.  

Data protection was key in developing the Immuni App. Data holder is the Ministry of Health in Italy 

and other public institutions and are stored locally at servers in Italy. Data and connection of the ap p 

to the server are protected. 76  The completely transparent approach was chosen by the government 

because it should create, according to de Rosa, trust in the app. Before the release of the app, these 

trust and reputation problems were addressed with communication campaigns and awareness  

raising. A specific fast track law, which is also GDPR compliant, was made for the Immuni app. 77  

The app was developed in a public -private partnership: the mixed stakeholder -combination consisted 

of one IT -company and, publicly, people from the academia a nd ministries. The cost of development, 

the provision of infrastructure, legal, implementation and other costs is estimated to 10 mio. EUR. 

However, everyone involved worked pro bono, so no real costs have arisen. 78  

In the meantime more Member States have,  or are, developing and releasing Corona tracing 

applications.  

2.1.2.2  The problem, its magnitude and the stakeholders affected  

The European Unionôs aim to create a single market for data, to ensure Europeôs global 

competitiveness and data sovereignty, and to cre ate a data -driven society. This includes data sharing 

initiatives for the public good, such as in case of the healthcare sector as has been argued for 

especially during the current COVID -19 pandemic. To date, there is no European, or national, data 

sharing  initiatives that enable data holders, whether private or public, to share data for the public 

good. There are initiatives, especially for the healthcare sector, however, these are nationally bound.  

Data altruism has been highlighted by the German Ethics Council since 2017, which addressed the 

importance and value of data altruism, however also a foundational problem -  the definition of data 

 
73  Anzahl der Downlo ads der Corona -Warn -Appéim Juni 2020. Statista (26.06.2020) 
https://de.statista.com/statistik/daten/studie/1125951/umfrage/downloads -der -corona -warn -app/  
74  Immuni ist ein weiteres Instrument im Kampf gegen di e Pandemie. Presidenza del Consiglio die Ministri 
(2020): 
https://www.immuni.italia.it/?gclid=EAIaIQobChMIso7XkMCf6gIVwZAYCh3c0QDpEAAYASAAEgJwLvD_Bw E 
75  Ib id.  
76  Ibid.  
77  Paolo De Rosa, Chief Technology Officer, Ministry for innovation Technology and Digital Transformation, Italy 
in an interview on the 16 th  of June 2020.  
78  Ibd.  

https://de.statista.com/statistik/daten/studie/1125951/umfrage/downloads-der-corona-warn-app/
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altruism, how to handle and or grant consent for it and the subsequent reuse of shared data 79 . This 

is a legal debate  to ensure adequate data protection, however the German Ministry of Health found 

that 79% of German would be willing to share their data for research purposes, highlighting a 

willingness to participate if such a data altruism mechanism would be in place. T his data is from 

2019, before the COVID -19 pandemic and the current public willingness to share data appears to be 

less when looking at the amount of participants that have downloaded the German COVID -19 mobile 

phone applications.  

This highlights a proble m within the problem. The first problem is the absence of data altruism 

mechanisms in the European Union, the second problem is the stakeholders that are essential to a 

functioning data altruism mechanism such as the data holders, often citizens or private  companies, 

that need to trust the mechanisms to share data with the data re -users.   

2.1.2.3  The causes of the problem  

One of many reasons why data altruism schemes are created is to resolve, or at least to mitigate, a 

multitude of legal challenges which can be linked to data sharing. When done by individual persons 

on a voluntary basis, data altruism will almost inevitabl y involve the processing of personal data as 

defined under the GDPR, both through the initial transfer of personal data to the data re -users, and 

through any subsequent use of the data thereafter.  

As a result, the requirements of European data protection law must be observed, including those 

included in the GDPR. This implies first and foremost that any re -use of the personal data made 

available must have a clear legal basis. In a typical data altruism scheme, a person will provide their 

consent to re -use their data, thereby providing a suitable legal basis.  

However, reliance on consent is not as trivial as it seems: in order to be legally valid, consent must 

be freely given, specific, informed and unambiguous. Freely given implies that there may be no 

element of coercion in the consent, e.g. because consent for re -use must be provided in order to be 

able to gain access to a product or service. This also implies that the consent cannot be given when 

there is a relationship of authority between the data subj ect and the recipient, such as e.g. between 

an employee and an employer, or between a student and teacher.  

More importantly, consent must be specific and informed, which means that the purpose of re -use 

must be described in a way that allows the data subj ect to understand at a sufficient level of detail 

what their data will be used for, and what the potential implications are. A generic description ï e.g. 

making data available ñfor the public goodò or ñfor scientific researchò is in principle considered to o 

generic to meet this requirement 80 . However, there is some flexibility on this point for scientific 

research, in cases where the purposes for data processing within a scientific research project cannot 

be specified at the outset . In those cases , recital 33 to the GDPR allows the purpose to  be described 

at a more general level 81 . As a result, attempts have been undertaken ï e.g. by the Medizininformatik 

 
79  ñDatenspendeò-  Bedarf fuer die Forschung, ethisch e Bewertung, rechtliche, informationstechnol ogische und 
organisatiorishce Ramenbedingungen. Bundeministerium fuer Gesundheit. March 2020; 
https://www.bundesgesundheitsministerium.de/fileadmin/Dateien/5_Publikationen/Min isterium/Berichte/Gutach
ten_Datenspen de.pdf  
80  Recital 33 of the GDPR notes that ñIt is often not possible to fully identify the purpose of personal data 
processing for scientific research purposes at the time of data collection. Therefore, data subjects sh ould be 
allowed to give their consent  to certain areas of scientific research whe n in keeping with recognised ethical 
standards for scientific research. Data subjects should have the opportunity to give their consent only to certain 
areas of research or parts of research projects to the exten t allowed by the intended purpose.ò  
81  The E uropean Data Protection Board has affirmed this position. See the Article 29 Working Party Guidelines 
on consent under Regulation 2016/679, adopted on 28 November 2017, as las t Revised and Adopted on 10 
April 2018, WP257; https://ec.europa.eu/newsroom/article29/item -detail.cfm?item_id=623051  

https://ec.europa.eu/newsroom/article29/item-detail.cfm?item_id=623051
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Initiative 82  -  to provide a more generic and broad consent template for scientific research, which 

have been approved by the Conference of Independent Data Protection Commissioners of the Federal 

Government and the German federal states . A scaled -up version of this initiative at the EU level could 

possibly provide greater legal certainty on the possibilities  and constraints of such consent forms.  

Finally, consent must also be unambiguous, i.e. expressed through an affirmative action; consent 

cannot be deduced from circumstances, or induced by e.g. pre - ticking consent boxes and relying on 

the data subjectôs inaction.  

Reliance on consent, while clearly a key way to ensure that re -use in data altruism is lawful, also has 

the limitation that it is not possible for children, that a person can only consent to the use of their 

own data (which precludes e.g. cases wh ere the data describes interactions with other persons, since 

their personal data would then be made available as well), and that the consent must be revocable 

ï implying that platforms relying on consent must allow persons engaging in altruism to essentia lly 

change their minds and put a stop to the use of their data. This has infrastructural implications as 

well, since consent management must be built into data altruism platforms, along with sufficient 

controls to allow future processing to cease after the  revocation of consent.  

Data altruism schemes can be a part of the answer to these problems, not only by offering a shared 

platform for consent management (essentially through a specialised form of Personal Information 

Management Systems (PIMS) 83 , b ut also  by streamlining the process of informing users appropriately 

about new re -use cases,  and by building a governance mechanism on top of the altruism use cases 

that enables a degree of control over future re -use, and notably whether the re -use complies with 

the information provided when the consent was obtained. In this case, the intermediaries in data 

altruism can play the role of supervisors and enforcers of the scheme, at least to some extent, and 

notwithstanding the protections afforded by the GDPR.  

The legal basis is not the only challenging factor in data altruism. The GDPR also is based on the 

purpose limitation principle, implying that the purpose of the data processing must be defined 

upfront, the data subject must be informed of the use that will be  made of the data, and that the 

data may thereafter not be used in a manner which is incompatible with the communicated purpose. 

In this way, the GDPR ensures predictability for legal subjects, and avoids misuses which are based 

on overly broad, ambiguous or misleading phrasing. As a result, a data altruism decision requires 

that a reasonably precise description of the re -use is given, comparable to the informed consent 

requirement as described above, and that this description accurately describes the  limit ations to  any 

future use  of the data . This also implies that the data subject must be  informed in a sufficiently 

systemic manner when a new purpose of re -use is identified.  

The data subject also has rights that are unalienable and continue to apply even a fter the data has 

been made available for re -use. Beyond the right to revoke consent (where applicable), the data 

subject also has the right to restrict future processing of their data if they feel that a specific use is 

unlawful. Furthermore, the data sub ject has a data portability right to the data that they made 

available, implying that they may ask to receive it back in a structured, commonly used, machine -

readable and interoperable format. Interestingly, this obligation might be perceived as a barrier for 

re -users (who must implement a way to support this right), but it is also an enabler for data altruism: 

the data portability right can only be respected in a relatively user friendly manner if a way is found 

 
82  See https://www.medizininformatik - initiative.de/en/collaboration/consent -working -group   
83  Personal Information Management Systems (or PIMS) are systems that help g ive individuals more control 
over their per sonal data. PIMS allow individuals to manage their personal data in secure, local or online storage 
systems and share them when and with whom they choose. See EDPS Opinion 9/2016 on Personal Information 
Management  Systems, https://edps.europa.eu/sites/edp/files/publication/16 -10 -20_pims_opinion_en.pdf   

https://www.medizininformatik-initiative.de/en/collaboration/consent-working-group
https://edps.europa.eu/sites/edp/files/publication/16-10-20_pims_opinion_en.pdf
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to move it back to the user, or to third par ties, thus containing an implicit obligation to provide the 

interfaces and technical resources to facilitate data migration across a multitude of stakeholders.   

The GDPR also contains safeguards against profiling, which can  occur in data altruism cases where 

the personal data of the data subjects is used to firstly evaluate their situation, in order to then make 

inferences that affect  third parties. In health care  for instance, data from historic patients and their 

treatment might be analysed in order to create treatment profiles for future patients ï resulting in 

profiling of future patients, on the basis of profiles created using the data made available by the 

or iginal patients.  This implies that care must be taken that the data made available is not used in a 

manner that automatically produces significant effects on the person concerned, e.g. by affecting the 

availability or cost of a service on the basis of the data made available.  

Data altruism schemes can mitigate many of these legal problems by creating governance 

mechanisms that ensure that a homogeneous response can be given to all of these questions, and 

that the relevant safeguards (consent, revocability,  purpose restriction and so forth can be verified 

and policed to some extent.  

2.1.2.4  The effects of the problem  

The current state of development on data altruism schemes is very fragmented in the European 

Union. While the number of examples of such schemes seems  to be increasing, the examined 

schemes seem to struggle to scale up to a European level, or generally to grow beyond a strictly 

defined and geographically bounded context. Based on currently available data and conducted 

interviews, to a large extent the l egal uncertainty and lack of consensus on how to address the legal 

challenges with regards to data privacy, permissible reuse, governance and enforcement, act as a 

barrier. As a result, researchers and project initiators spend much time addressing legal qu estions 

to set -up their own schemes in accordance with local rules and sensitivities. This legal 

fragmentation , lack of awareness  and lack of consensus on best practices deters  researchers 

and initiators from establishing data altruism schemes or at least significantly increases legal 

costs  to establish such a scheme. The ultimate effect is that data altruism initiatives are harder 

and more costly to organize in the EU, resulting in both internal market fragmentation and 

a competitive disadvantage towards o ther regions of the world when it comes to using 

data for the public benefit.  

2.1.3  Establishing a European structure for governance aspects of data sharing  

2.1.3.1  Background  

Data sharing and data re -use are essential to data innovation. OECD assess that data sharing can 

ñgenerate social and economic benefits worth between 0.1% and 1 .5% of GDP in the case of public -

sector data, and between 1% and 2 .5% of GDP (in a few studies up to 4% of GDP) when also 

including private -sectorò (OECD, 2019).  

Yet a set of condi tions needs to be in place so that businesses (and in particular across sectors) can 

reap the benefits from data -sharing. One of such conditions includes the agreement and 

implementation of data standards, metadata standards, data schemes and interoperabil ity 

principles . 

2.1.3.1.1  Context  

Data sharing and reuse requires data holdersô agreements on data standards widely adopted across 

industries. Those standards are not only difficult to negotiate but also, and most importantly, to 

implement, being often fundamental t o unleash innovation.  
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Data  standards refer to ñreusable agreements that make it easier for people and organisations to 

publish, access, share and use better quality dataò84 . A data standard is considered open  when it is 

accessible to everyone for use or share. The main functionalities of data standards are to 85 :  

¶ Agree on a consistent vocabulary and common attributes for data, which are defined in registers, 

taxonomies, vocabularies or ontologies.  

¶ Facilitate the exchange of data within and across organizations by employing common data 

formats and shared rules, which are defined in specifications, schemas or templates.  

¶ Offer guidance for sharing better quality of data and understanding information flows, which  are 

defined in models, protocols or guides.  

2.1.3.1.2  Ecosystem  

The data ecosystem related to this domain  refers to:  

The different stakeholders in the data ecosystem considered under this domain  include (see Table 

2):  

¶ Data holder , which refers to companies in tradi tional sectors that collects, maintains and 

publishes data, making it available for others to use.  

¶ Data reusers, which refers to any companies who use data and extracts benefits from 

information and insight ï including both business in traditional sectors and data companies  

¶ Intermediaries, which refers to any organization that facilitates data flows between data 

holders and data users. Data intermediary can take the role of partnerships, consortium, 

platform, non -governmental bodies, data standardization as sociations and any organizational 

form that facilitates data sharing across organizations.  

Table 6  -  Stakeholder scope (data value chain mapping)  

Domain  Data holder  Data reusers  Intermediaries  

Establishing 
a European 
structure 
for 
governance 
aspects of 
data 
sharing  

Business in 
traditional 
sector  

Other business (competitors)  
 

Public and private organisations in 
charge of data spaces and 
standardization initiatives  

Other business in the same sector 

(downstream/upstream)  
 

Business and researchers from 
different sectors, esp. tech  

 

In order to obtain an understanding of the current pr oblems in data standardization activities in EU, 

its causes and effects, we applied purposive sampling to select key informants that can provide us 

with a comprehensive overview. We use our judgement to choose the key informants based on i) 

geographical, i i) cross -sector and iii) inclusiveness of data stakeholder type, to inform our sampling, 

rather than aiming to construct a representative sample.  

2.1.3.1.3  Ongoing initiatives/Market analysis  

Top-down Standard Development Organizations (SDOs) coordinate the develop ment of compatibility 

of data standards that ensure technological progress. They are legally mandated processes where 

data holders come together in a participatory process of consensus building that seeks to enable the 

development and diffusion of data sta ndards that are democratically agreed and aligned with broader 

 
84  Open Data Institute, óOpen Standards for Data Handbookô, Retrieved from https:/ /standards.theodi.org/.  
85  Ibid.  
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policy goals. Yet, formal standardization processes often suffer from major drawbacks, due to the 

lengthy and challenging process of consensus forming and sometimes lack of market orientation.  

In response to such problems, ad -hoc and industry - lead SDOs emerged with heterogeneous origins, 

goals and institutional logics. Industry - lead standards development processes are self -organized and 

not mandated by law. They include industry consortia, loos ely coordinated temporary working groups 

and task forces, but also not - for -profit organizations that help stakeholders to organize data standard 

making processes in a more permanent fashion. Such de facto data standards result from market -

based standard se tting processes, in which data standards are generated through competitive forces.  

While top -down SDOs emphasize consensus and social welfare implications, de - facto data standards 

stress speed, agility and the needs of the industrial constituents.  Both s tandardization efforts co -

exist to develop compatibility standards; which implies that the process of standardization evolves 

within and across multiple SDOs.  

While different formal or informal SDOs have emerged to foster data standardization needs, a set  of 

intermediaries  are facilitating the agreement between data holders and users on data standards. 

As part of the research effort in the present study, a set of data intermediaries have been identified 

and interviewed (see table 3). We provide a brief des cription of them below and some estimates 

about the benefits and costs that they incur according to the sources gathered in the desk research 

and the evidence provided during the interviews (see detailed analysis in section assessing the four 

policy option s):    

2.1.3.1.3.1  International Data Spaces Association 86  

IDSA con sists of a trustworthy architecture where more than 101 companies and institutions across 

industries from more than 20 countries. The goal of IDSA is to guarantee data sovereignty by 

reference architecture for peer - to - peer network providing usage control o f data from all 

domains. Trust and security are the core pillars structuring its work. IDSA aims at providing the 

architecture that supports sharing data between different endpoints while ensuring data sovereignty. 

Main components in IDS architecture ar e t he so -called óIDS Connectorsô, which are the gateways that 

ensure control over data sharing  at any source and point of use.  

One key element of these connectors is the automated enforcement mechanisms of the relevant data 

policy ï such as restrictions, lim ited persistence, disallowing transfer to third parties and so on, based 

on the standard policy language XACML (eXtensible Access Control Markup Language)  and 

Information Modelôs Usage Control module, which  provides machine - readable specifications of usage  

control policies . In other words IDS has enforcement mechanisms built in the architecture to control 

which data are used, how and by whom.  

The governance and control in IDS ecosystem is expressed in the certification  criteria for tiered 

security levels, s pecifically appointed evaluation facilities and certification bodies also at global scale. 

It enables the secure exchange of data and easy integration and aggregation of data in business 

ecosystem. By employing certified core components and certified techn ical and organizational 

security measures, IDS guarantees to its member that the architecture operates under the principles 

of trust.  The certification of participants and components takes place in two phases:  

¶ IDS_ready Review, which is implemented by mem bers of the certification working group and the 

Head Office in charge of issuing the IDS_ready statements.  

 
86  International Data Spaces Association: https://www.internationaldataspaces.org/  

https://www.internationaldataspaces.org/
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¶ IDS Certification, which consists in an evaluation implemented by evaluation facilities and 

approved by the IDS Certification Body, which is responsible for issuing the IDS certificates.  

Organizations engagement in IDSA requires around 20% dedication of one person and is estimated 

to generate in average around 15% efficiency savings for the companies. The current 22 use cases 

of IDSA that span from logistics, defence and manufacturing sectors reflect how a common reference 

architecture (i.e. technical, procedural, organizational and legal) leads to companies efficiency gains.  

2.1.3.1.3.2  CODATA87  

CODATA is the Committee on Data of the International Scie nce Council (ISC). CODATA exists to 

promote global collaboration to improve the availability and usability of data for all areas of 

research.  CODATA Works towards fostering scientific data sharing. The principle of CODATA is that 

research  data should be as open as possible and as closed as necessary.  CODATA works also to 

advance the interoperability and the usability of such data: research data should be FAIR (Findable, 

Accessible, Interoperable and Reusable). Recent studies have estimate d that the annual financial 

cost of not sharing FAIR data to be at least EUR 10.2bn for the European economy; an additional 

estimate of the impact of FAIR on potential economic growth is EUR 16bn annually 88 . 

In consequence, one of the current tasks of CODA TA is to support scientific data sharing across 

research domains. CODATA facilitates the dialogue across disciplines to agree on minimum common 

denominator across research domains about metadata and data structure that facilitates data 

interoperability acr oss research domains. To achieve such goal, CODATA has set up a number of 

standing committees and strategic executive led initiatives, and through its Task Groups and Working 

Groups.  It also collaborates on major data conferences like SciDataCon and Inter national Data Week.  

The benefits of research data sharing include: to improve reproducibility; to accelerate scientific 

processes and research velocity; increased scientific quality; to prevent scientific fraud; and to 

increase scientific productivity by r educing redundancy and innovation gains 89 ,90 ,91 ,92 ,93 . 

Yet the average estimated costs of introducing the metadata and contextual information required for 

scientists to re -use the data are around 5% of the total research budget. Other sources estimate 

that such production of metadata and the contextual descrip tions of datasets could span an estimated 

two t o three weeks from an average of a two -year research grant application 94 . In a dedicated study 

to exam ine high -energy physics practices, the vast maj ority of respondents (94 .3%) thought that 

ñthe additional effort needed for preparing data for preservation in a re-usable form is substantial 

 
87  CODATA: https://codata.org/  

88  Europ ean Commission. 2019b. ñCost -Benefit Analysis for FAIR Research Data Ѓ: Cost of Not Having FAIR 
Research Data. ò Website. https://op.europa.eu:443/en/publication -detail/ - /publication/d375368c -1a0a -11e9 -
8d04 -01aa75ed71a1   
89  Borgman, Christine L. 2015. Big Data, Littl e Data, No Data: Scholarship in the Networked World. Cambridge, 
UNITED STATES: MIT Press. http://ebookcentral.proquest.com/lib/georgetown/detail.action?docID=333993 0  
90  Edwards, Paul N., Matthew S. Mayernik, Archer L. Batcheller, Geoffrey C. Bowker, and Christine L. Borgman. 
2011. ñScience Friction: Data, Metadata, and Collaboration.ò Social Studies of Science 41 (5): 667ï90. 
https://doi.org/10.1177/0306312711413314   
91  European Commission. 2019a. ñFacts and Figures of Open Research Data.ò Text. European Commission -  
European Commission. 2019. https://ec.europa.eu/info/research -and - innovation/strategy/goals - research -and -
innovation -policy/open -science/open -science -monitor/facts -and - figures -open -research -data_en   
92  OECD. 2015. ñMaking Open Science a Reality.ò 25. OECD Science, Technology and Industry Policy Papers. 
Paris: OECD Publishing. https://wiki.lib.sun .ac.za/images/0/02/Open -science -oecd.pdf   
93  Tenopir, Carol, Elizabeth D. Dalton, Suzie Allard, Mike Frame, Ivanka Pjesivac, Ben Birch, Danielle Pollock, 
and Kristina Dorsett. 2015. ñChanges in Data Sharing and Data Reuse Practices and Perceptions among 
Scientists Worldwide. ò Edited by Peter van den Besselaar. PLOS ONE 10 (8): e0134826. 
https://doi.org/10.1371/journal.pone.0134826   
94  OpenAire, Super. 2019. ñRDM Costs. ò OpenAIRE. 2019. https://www.openaire.eu/how - to -comply - to -h2020 -
mandates - rdm -costs   

https://codata.org/
https://op.europa.eu/en/publication-detail/-/publication/d375368c-1a0a-11e9-8d04-01aa75ed71a1
https://op.europa.eu/en/publication-detail/-/publication/d375368c-1a0a-11e9-8d04-01aa75ed71a1
http://ebookcentral.proquest.com/lib/georgetown/detail.action?docID=3339930
https://doi.org/10.1177/0306312711413314
https://ec.europa.eu/info/research-and-innovation/strategy/goals-research-and-innovation-policy/open-science/open-science-monitor/facts-and-figures-open-research-data_en
https://ec.europa.eu/info/research-and-innovation/strategy/goals-research-and-innovation-policy/open-science/open-science-monitor/facts-and-figures-open-research-data_en
https://wiki.lib.sun.ac.za/images/0/02/Open-science-oecd.pdf
https://doi.org/10.1371/journal.pone.0134826
https://www.openaire.eu/how-to-comply-to-h2020-mandates-rdm-costs
https://www.openaire.eu/how-to-comply-to-h2020-mandates-rdm-costs
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(more than 1% of the overall effort invested in producing and analysing the data) whereas 43.0% 

think tha t the supplementary effort is more than 10%ò95 . 

2.1.3.1.3.3  iSHARE96  

iSHARE consists in a stable set of agreements  that makes possible that organizations give access to 

their data to a pool of unknown organizations without requiring bilateral or ad hoc agreements. Wit h 

the scope in the logistics sector, iSHARE was set up through a collaborative project that started in 

2017 lead by Innopay, a consultancy firm in the Netherlands, and soon the benefits of the scheme 

were acknowledge and lead to the creation of iSHARE foun dation.  

By giving all organizations the same identification, authentication and authorization methods, 

companies joining iSHARE scheme gain efficiency and do not incur in costs every time they want to 

share data with a specific organizations. Overall, org anizations can avoid time -consuming 

integrations when they want to share data. ISHARE set of agreements allow the data owner to remain 

in full control over their own data at all times. Additionally, data owners decide the terms under 

which their data will be shared, with whom and for how long.  

As such, iSHARE combines functional, technical, operational and legal agreements that organizations 

adhere.  These set of agreements support both Machine to Machine (M2M) or Human to Machine 

(H2M) interaction. It also supports portable identity(s) for parties and humans; flexible 

authorizations, applicable in heterogeneous context; facilitates data exchange based on delegations; 

control over own data through management of consent; and provides a tru st framework.  

The operational description of what iSHARE offers to the data holders and users is the following: 

participants sign one contract with the Scheme Owner, which implies having a contract with all 

participants of iSHARE automatically. While parti cipants remain free to develop additional contracts 

that do not conflict with iSHARE scheme, by signing the contract with the Scheme Owner, participants 

are able to share their data amongst them.  As part of iSHARE scheme, an important aspect is the 

trust framework that the scheme designs, where licenses define the conditions under which data can 

be shared or the services that can be offered or consumed. The trust framework relies on 

technological solutions that allow organizations to authenticate with the other in a reliable way. 

Within the iSHARE scheme there is an API (Application Programming Interface) architecture for 

identification, authentication and authorization, which is based on a modified version of OAuth and 

OpenID Connect standards. While the s etup of iSHARE scheme cost around few million Euros, the 

maintenance of the scheme is considered to require less than one million operational cost, which can 

be supported through members fee and transitioning public grants.  

iShare and IDSA are working on s imilar issues and have formalized their collaboration in December 

2019. iShare is at a more advanced stage of deployment but it is narrower in scope as it focusses 

only on the first two stages of trust and security, as illustrated by the chart below. The i Share solution 

is now aligned with the IDSA reference architecture and can therefore be consider as one solution to 

implement the IDSA framework.  

 
95  Holzner, Andre, Peter Igo -Kemenes, and Salvatore Mele . 2009. ñFirst Results from the PARSE.Insight Project: 
HEP Survey on Data Preservation, Re -Use and (Open) Access.ò ArXiv:0906.0485 [Hep -Ex, Physics:Physics], 
June. http://arxiv.org/abs/0906.0485   
96  ISHARE: https://www.ishareworks.org/en/node/6   

 

http://arxiv.org/abs/0906.0485
https://www.ishareworks.org/en/node/6


 

36  

 

Figure 1: Relation between iShare and IDSA  

 

2.1.3.1.3.4  ABOUT ML  

Data sharing for machine learni ng purposes has specific challenges, notably that thee way datasets 

have been created can lead to bias. Hence the need for full documentation of the origin and purpose 

of machine learning datasets. Different companies have adopted their own solution for me tadata of 

these datasets, such as Google dataset fiche or Microsoft datasheet for datasets, but the lack of a 

standard limits the scalability of reuse.  97  

This is the rationale behind  ABOUT ML (Annotation and Benchmarking on Understanding and 

Transparency  of Machine Learning Lifestyles) is an initiative created by the leading AI industrial 

consortium representing all the main players, with the intention of establishing, encouraging and 

promoting novel standards for transparency within machine learning syst ems by way of 

documentation. This aims to be done by studying best practices from inception to deployment.  

The project is broken down into 8 phases: Understand latest research; understand current practice; 

combine research theory and results of current practice into testable pilots; run pilot test with PAI 

partners/ organizations (not individually specified); c ollect data from pilot transparency practices; 

iterate on pilots with the latest research and practice; when enough evidence has been collected, 

elevate it to a best practice; and promote effective practices to establish new industry norms for 

transparency . The partner organizations include:  Facebook, Xbook, IBM, Leverhume Centre, 

Accenture, Quantumblack, Mckinsey & Co.,Future of Humanity Institute, EFF, Future of Privacy 

Forum, Deepmind, Berkman Klein Center, Tech Policy Lab (UoW), Google, Policy Link, AI  Now, 

Berggruen Institute, Data & Society, Center for Internet and Society, Sony, BBC, UCL, Microsoft, 

Intel, Vision and Imaging Processing. The main drivers for industry engagement in AboutML are to 

avoid misuse and harm that arise from ML systems by crea ting guidelines for transparency 

 
97  See Margaret Mitchell and others, óModel Cards for Model Reportingô, Proceedings of the Conference on 
Fairness, Accountability, and Transparency -  FAT* ô19, 2019, 220ï29 
https://doi.org/10.1145/3287560.32 87596 ; Gebru, Timnit, Jamie Morgenstern, Briana Vecchione, Jennifer 
Wortman Vaughan, Hanna Wallach, Hal Daum® III, and Kate Crawford. 2020. ñDatasheets for Datasets.ò 
ArXiv:1803.09010 [Cs], March. http://arxi v.org/abs/1803.09010  [accessed 29 June 2020].  

https://doi.org/10.1145/3287560.3287596
http://arxiv.org/abs/1803.09010
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documentation which, if implemented early on, can prevent future harm. Additionally the partnership 

provides major corporations to gain legitimacy through being associated with one of the first great 

push for transparency i nitiatives. It also seeks to insulate major corporations from future challenge 

by regulators or public opinion by highlighting the influence and guidance of civil society and social 

justice organizations in the creation of these standards. The partnership annual revenue has been 

the following:  USD 7.25M (2017); USD 10 .53M (2018); USD 8.14M (2019) where USD 3.91M spent 

on all programs including About ML.  

2.1.3.1.3.5  eNewGovernance 98  

aNewGovernance is a Public Private Partnership launched in 2020 desig ned to support free flow of 

data in a human centric approach. The partnership seeks to support start -ups, SMEs, corporates, 

local authorities and governments alike to develop new services based on data re -use with no trust 

or liability issues. By supporting thems elves in already on -going initiatives such as MyData, Fiware 

or Gaïa -X, aNewGovernance seeks to govern the data landscape to empower users by allowing their 

interaction with their personal data via technological tools that enable them to enact their right to 

data portability as claimed in GDPR.  

ANewGovernance has the goal to develop an infrastructure that fosters data sharing and enables 

interoperable data ecosystem. The partnership seeks to ensure that organizations storing the data 

are not managing the pe rmissions over the data use. Some of the expected outputs by 

aNewGovernance are:  agreed data models, liability model for data sharing, personal data sharing 

APIs and a common consent or permission layer.  

2.1.3.1.3.6  BDVA-  Standardization working group  

The Big Data V alue Association (BDVA) is an industry -driven international not ïfor -profit organisation 

with more than 200 members across Europe, which contributes to the implementation of the Big 

Data Value PPP program. As part of their activities, the organization foste rs a wide range of activities 

to facilitate data sharing across industries. Under these activities, the organization has a task force 

devoted to foster data standardization (under task force 6). Data standardization activities are 

estimated a dedication of  2 to 3 hours per week of a person; around 3 to 5 meetings per year with 

an average of 3 to 6 days of meeting and the correspondent (and usually continental) travel and 

accommodation costs of such 3 -5 meetings. Organizations dedication can go from 1 to 7 p eople 

dedicated in the participation in the standardization process. As a result, data standardization 

activities face incentive problems for companies (in particular SMEs) who need to have a clear 

business case before engaging in such high -effort - intensiv e tasks.  

2.1.3.2  The problem, its magnitude and the stakeholders affected  

The overall problem analysis rests on a set of causal relationship summarized in the table below.  

In this specific context, the problem is represented by the suboptimal adoption of data sha ring by 

companies, which leads to lower innovation and productivity in traditional sector as well as in data 

business. Two of the main barriers to data sharing lie in the limited standardisation of data and 

metadata, lack of interoperability and trust. Whi le fear and perceived risks of sharing data, reduces 

the likelihood in data sharing, other factors such as limited standardisation of data and metadata 

come into place when an organization negotiates access to data. Standardization is in such context 

a cos t reduction strategy. The ongoing initiatives are therefore not designed at stimulating data 

sharing per se , but the setting up of governance mechanisms to support and accelerate 

 
98  ANewGovernance: https://www.anewgovernance.org/  
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standardisation, within sectors and across them. In particular, the goal is t o facilitate the speeding 

up and scaling up of the standardisation activities which fall fully under the European strategy for 

ICT standardisation. 99  

Table 7  -  overview of the problem analysis  

Ongoing 

initiatives  

Causes  Problem   Eff ects  

Standardisation 
and coordination 
initiatives  

Lack of data and metadata 
standards , data schemes within 
sectors  

Lack of technical interoperability 
across sector  

Lack of data sharing 
within/across sector  

Lower productivity 
and  innovation  

Data sharing among business is increasing but remains below optimal leading to missed economic 

opportunities . In a 2018 report by Everis, 60% of companies do not engage in b2b data sharing. 

Deloitte estimates that the vast majority of the benefits expected  from IoT data in different sectors 

by 2027 stems from data sharing, but that data sharing has reached only a minor part of its potential: 

32% for horizontal (between competitors) data sharing, 47% for vertical (business in the same value 

chain) and 31% fo r data sharing across sectors. 100  In particular, the opportunities stemming from 

data sharing across sector are remarkable but clearly small er than data sharing within sector ï from 

one third in the case of manufacturing to a bout 60% in the case of automoti ve.   

More data are available on scientific data sharing to illustrate the problem. Only 14% of researchers 

deposit their data on trusted scientific repositories which gather less than 20% of overall scientific 

data. 101  

This i s particularly important for ad vanced, data intensive machine learning applications. In fact, 

access to data is the second most frequently mentioned barrier for artificial intelligence in Europe. 102  

The stakeholders affected by the problem are of three types :  

¶ The data holders are any dat a generating company in Europe. There are 22 million companies in 

the EU. However, of these 22 million, only around 700 ,000 are considered genuine ñdata usersò 

by the EU data market study because of their intensive use of data, increasing to 844 ,000 by 

202 5 in the most favourable scenario. 103  

¶ The data reusers are any other company in Europe, since by nature data spaces allow for peer 

to peer data sharing between companies. In addition, specific benefits will be drawn by a 

subgroup of reusers, the technology companies. According to the same study, there are an 

estimated 280,000 data companies in the EU.  

¶ Intermediaries are composed by dedicated intervention (market or government led) to facilitate 

data sharing and data standardization. They are difficult to qua ntify but can be considered in the 

order of 10 to 100 if we limit ourselves at intervention with visible footprint at EU level.  

 
99  COMMUNICATION FROM THE COMMISSION TO THE EUROPEAN PARLIAMENT, THE COUNCIL, THE EUROPEAN 
ECONOMIC AND SOCIAL COMMITTEE AND THE COMMITTEE OF THE REGIONS. Digitising European Industry. 
Reaping the full benefits of a Digital Single M arket. COM/2016/0180  
100  Deloitt e, Realizing the economic potential of machine -generated, non -  personal data in the EU.  
101  The Lis bon Council and others, 2019. STUDY ON OPEN SCIENCE: MONITORING TRENDS AND DRIVERS. 
European  Commission  
102  Claire Beatty. The gl obal AI agenda: Europe. MIT Tec hnology Review Insight, 2020.  
103  These data come from the EU data market study. See www.datalandscape.eu   

http://www.datalandscape.eu/
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Table 8  -  Estimated number of stakeholders impacted in the EU -27  

Stakeholder 

type  

Business in traditional sectors  Data 

companies  

Intermediaries  Total  

Data holders  22 million companies  
of which, 700 ,000 use data 
extensively  

  Approx. 
700 ,000  

Data re -users  The same 22 million companies  
of which, 700 ,000 use data 
extensive  

280 ,000 
data 
companies  

 Approx. 
1 ,000 ,000  

Intermediaries 

(data sharing 
and 
standardisation)  

  10 -100  Approx. 

10 -100  

2.1.3.3  The causes of the problem  

Barriers to data sharing include the use of varying and non -compatible data standards that make 

difficult to integrate, aggregate and combine different data from diverse data holders in the 

ecosystem. These varying data standards are a bottleneck for data reuse. The same s tudy points out 

that the ñlack of common sharing protocols and standardsò is one of the main barrier in 

manufacturing and implies the loss of about 40% of valuable data sharing ï mainly when it comes 

to vertical data sharing among players in the same value  chain. On the same tone, a second barrier 

is that ñthe cost of normalising data to be shared is highò. On the other hand, when standards are 

implemented in cases such as the OpenActive standards for physical activities, this can result in a 

visible increa se in data sharing ï 200 ,000 new activities were shared after the introduction of the 

standard, resulting in 150 to 500 ,000 new activities carried out by consumers per month.  The case 

of OpenActive also shows that the development of standa rds was only part of the problem solved, 

but the OpenActive also coordinated work across the sector to communicate t he benefits of standard 

adoption. The case reflects that standardisation involved more than just technical work, but also 

engagement towards adoption in order to unlock such benefits.  

Hence, interoperability sits at the core of data sharing goals and it implies engaging in data 

standardisation processes, whether bottom -up (industry - led) or top -down via de jure  Standards 

Development Organizations (SDOs) man dates.  

The challenges of making industries to agree and widely adopt data standards to achieve the desired 

interoperability for data re -use are substantial. While data standards can potentially ensure that 

industry sectors are more competitive and support  a vibrant ecosystem of innovative new business, 

the lengthiness, time -consuming efforts by businesses, lack of incentives of for -profit to engage in 

such standardization process when no clear concrete business case on data re -use is clear, and the 

complex ity to achieve practical and wide consensus, make data standards a real barrier for data 

sharing. Hence, standardisation needs to be driven by either regulatory intervention that addresses 

market failures, or to address specific goals across a business eco system. If standards are not 

connected to the goals of the sector then they are less likely  to be adopted. In other words: generic 

standards for data sharing and metadata will be more challenging to develop and adopt than those 

that support specific use ca ses.  Yet at the same time, there is a clear economic case for greater 

findability and interoperability of data across sector ï this is where most of the benefits will come in 

sectors such as automotive. 104  It can be argued then that the more generic the dat a standard, the 

less likely it is to be entirely market driven. It is worth noting that many of the initiatives for generic, 

 
104  Deloitte study for Vodafone group, Realising the economic potential of mac hine -generated, nonpersonal data 
in the EU, see: https://www.vodafone.com/content/dam/vodcom/files/public -
policy/Realising_the_p otential_of_IoT_data_report_for_Vodafone.pdf  
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scalable data sharing are backed up by government agencies (as it is the case for iShare and SITRA 

IHAN as well as FAIR for researc h data).  

A second major bottleneck is trust. Companies are reluctant to share data because of the loss of 

control it implies. Data reuse can harm them from a competitive perspective, by letting other 

companies understand valuable information about the pro cesses. And it can expose them to legal 

problems, for instance in relation to GDPR or commercial secrets. In the same study, Deloitte points 

out that for manufacturing the remaining top barriers are: ñExposing machines to attack and/or 

inadvertently disclo sing commercial secretsò and ñLegal procedures will need to replicated for every 

data -sharing partner, which is time consumingò. In the 2018 report by Everis, the 60% of companies 

which do not engage in b2b data sharing attribute this to privacy concerns, trade secrets, and fear 

of misappropriation. In another report by Accenture, data breach lead to almost 10 percent -decline 

in revenue for up to six months after the breach compared to companies who did not suffer a breach.  

105  

Another trust related issue re fers to the potential risks of reusing datasets for machine learning 

without a full understanding of their limit ation, leading to possible mistakes in decisions as well as 

discrimination. Datasets useful for some purposes are not for others, because of the ir inherent 

limitations. Companies have started to work on ñdatasheetsò similar to those of the electronic 

devices. Just as a transistor provides information on the range of temperature for its use, the 

datasheet would provide information on the key limita tions of the sample of the datasets. 106  However, 

we are still at an early stage where each co mpany is starting to provide this information in different 

ways.  

The further away the data travel from the original data holder, the more the need to provide valid 

documentation to support reuse ï mainly through metadata describing the data and additional 

aspects including the method of collection, the purpose of reuse, the consent of the various data 

holders (including personal data) but also additional documentatio n is required beyond metadata, as 

the cases such as Datasheets show. The more investment in good metadata and documentation, the 

more reused the data will be, as reflected in the current European work on high value datasets. Yet 

there is an issue of effort  optimization: While datasets that are less likely to be reused, e.g. from 

small studies or experiments, may not need the same level of documentation, standardisation, data 

that is expected to be widely re -used needs to appropriate investment on metadata a nd 

documentation. A clear example of the relevance of metada ta  and documentation more broadly 

comes from scientific data, where the FAIR principles require documentation and formatting that 

enables the widest reuse by different communities. Based on the ex perience of the interviewee, it is 

widely recognized that providing high quality metadata and documentation for scientific datasets 

requires 5 to 10% of the total project budget ï a very substantial expenditure.  

In other words, both interoperability and trust issues are solvable. There is a long history of 

standardization, metadata, interoperability and definition of sharing agreements. But while those 

activities require time, consensus and coordination efforts across stakeholders, in  the meantime 

present needs for data sharing are mostly solved with bilateral contractual arrangements which do 

not scale adequately and entail excessive cost and most importantly an opportunity loss for most 

organizations.  

 
105  See Everis, 2018, Study on data sharing between companies in Europe, European Com mission and 
Accenture, 2019. Ma ximize collaboration through secure data sharing  
106  Gebru, Timnit, Jamie Morgenstern, Briana Vecch ione, Jennifer Wortman Vaughan, Hanna Wallach, Hal 
Daum® III, and Kate Crawford. 2020. ñDatasheets for Datasets.ò ArXiv:1803.09010 [Cs], March. 
http://arxiv.org/abs/1803.09010  [accessed 29 June 2020]  

http://arxiv.org/abs/1803.09010
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There is a need of a set of high - level guiding principles to support data standardization efforts that 

can cut across any data governance attempt. As FAIR principles are currently guiding the data 

standardization efforts in research and the activities prov iding the appropriate metadata, data 

structure and descriptions, some complementary guiding principles could support the spread and 

fragmented efforts towards data standardization across the different industries.  While there is no 

such a one -size - fits -all  approach for data standardization, grounding efforts in general underlying 

principles can provide a source of clarity across the diverse verticals and application areas.  

While there are diverse data intermediaries that have emerged to support or even coo rdinate some 

data standardization efforts, yet there co -exist many conflicting and non - interoperable data 

standards. The cause of the problem is that standards are usually developed locally and vertically to 

facilitate data sharing. For instance, where Pis toia Alliance or Global Alliance for Genomics and Health 

set up data standards to support scientific data sharing in biomedical research, when organizations 

need to aggregate health patient data we move towards what is considered another sector (health) 

we re data standards are agreed by parallel standardization efforts in different SDOs. If we need to 

move further and for epidemiological purpose aggregate data about the environment then the data 

standards will be again different and conform to the consensus  of óanotherô community. In sum, while 

data standards agreed locally or in a sectorial basis work, they lack the ability to travel beyond and 

far from its origins, in the absence of some minimal and generic prescriptions of how the structure 

and data descr iptions should look like. The absence of such standardization effort that allows data to 

travel across sectors impedes innovation and supposes high -cost.  

In sum, there is a need to invest in standards development around specific use cases e.g. by sector 

or  broader challenges but also to bridge across environments and sectors. While data standards 

agreed locally or in a sectorial basis work, we need also standards that make possible for data to 

travel across sectors far from its origins. The adoption of comm on principles for standards 

development, data access and data governance could help make that achievable. Overall, the 

absence of such standardization effort within but also across sectors impedes innovation and 

supposes high -cost.  

2.1.3.4  The effects of the probl em  

The effects of the fragmented efforts towards data standardization and the lack of incentives of for -

profit to actively engage in such processes, in particular cross -sector, to facilitate data sharing across 

industries has an effect not only in restrict ing data -driven innovation but also in incapacity to reap 

the benefits of data in terms of efficiency and productivity.  

In manufacturing alone, data sharing of IoT data is expected to generate -  if fully implemented ï 1.4  

trillion euros in increased produc tivity by 2027. Another study by the World Economic Forum 

estimates at 100bn the current opportunity for data sharing in manufacturing. 107  

In the broader context, the historical contributions to Germany economic growth rate attributed to 

standardization is 0.9%, and for the period from 2002 to 2006 the total econ omic benefit of 

standardization averages about 16.77 billion Euros per year. 108   

Additionally, widely adopted data standards contribute to more transparent competition: Not only 

individuals can benefi t by having better products and services at lower prices, but also organizations 

can benefit by driving up their profits. The collaboration of governments and for -profits is required 

in such standardization activities to ensure a minimum stack of standards  for authentication, consent 

 
107  WEF, 2 020. Share to Gain: Unlock ing Data Value in Manufacturing . 
108  Manchester Institute of Innovation Research, 2013. The Impact of Standardization and Standards on 
Innovation, NESTA.  
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interoperability, sector -specific API available. Scalable portability and interoperable consent 

management is important to enable data sharing and some type of standardization or agreement on 

data formats, descriptions and work flows is needed. Ultimately, by providing general guidelines that 

inform data standards across sectors may expect to increase the gross value added to the economy 

through increased productivity.  

2.1.4  Establishing a certification framework for data intermediari es  

2.1.4.1  Background  

2.1.4.1.1  Context  

Data intermediaries play an increasingly pivotal role in the thriving data sharing and selling market. 

The OECD report óEnhancing Access to and Sharing of Dataô defines ódata intermediariesô as 

organizations that óenable data holders to share their dataô which ómay also provide additional added-

value services such as data processing services, payment and cl earing services and legal services, 

including the provision of standard -license schemesò.109  Additionally, the EC Communication 

ñBuilding a European Data Economyò of 2017 and its accompanying SWD present data market places 

as organizations that facilitate d ata use and exchange and identifies three types of data 

intermediaries (i.e data marketplaces, industrial data platforms, personal information management 

services), 110  while the above -mentioned OECD report identifies five types of data intermediaries (i.e 

data repositories, data brokers, data marketplaces, Personal information management 

systems/personal data stores, trusted third parties). Other types of data intermediaries include data 

unions, data cooperatives, data collaboratives and data trusts.  The Op en Data Institute (ODI) has 

published a visualisation of the different concepts in use with a proposed clustering. 111  This study, 

aims to examine the intermediaries that are neutral in the sense that they are at least 

functionally/organisationally separate from both data holders and data users.  

This overarching and very broad definition of data intermediaries encompasses many different types 

of organisations which can have very different characteristics:  

¶ They can be focused on personal or non personal data ( or both) : the Staff Working 

Document 112  accompanying the Communication on Building a EU Data economy 113  for instance 

distinguishes between 1) non -personal data Industrial Data Platforms (which can be vertical an 

sectorial like AutoSar 114  or community led and horizontal like FiWare 115 ) and 2) Personal 

Information management services (such as generic solution providers like Mydex 116 , digi.me 117 , 

Meeco.me, 118  Polypoly 119  or sector specific solution providers like MiData Cooperative 120  etc.). 

Howe ver, the line between personal and non -personal data intermediaries is liked to become 

more blurred in the future and for certain specific sectors (i.e. health and automotive).  

 
109  OECD Report (2019) óEnhancing Access to and Sharing of Dataô, chapter 2  
110  COM(2017)9 and SWD(2017) 2 
111  https://theodi.org/project/the -data -access -map/   
112  COMMISSION STAFF WORKING DOCUMENT on the free flow of data and emerging issues of the European 
data economy, Acc ompanying the document Communication, Building a European d ata economy, 2017, 
https://ec.europa.eu/digital -single -market/en/news/staff -working -document - free - flow -data -and -emerging -
issues -european -data -economy  
113  Communication on Building a European Data  Economy , 2017, https://ec.europa.eu/digital -single -
market/en/news/communication -building -european -data -economy  
114  https://www.autosar.org/  
115  https://www.fiware.org/about -us/  
116  https://mydex.org/  
117  https://digi.me/  
118  https://meeco.me/  
119  https: //polypoly.eu/en/home  
120  https://www.midata.coop/en/home/  

https://theodi.org/project/the-data-access-map/
https://ec.europa.eu/digital-single-market/en/news/staff-working-document-free-flow-data-and-emerging-issues-european-data-economy
https://ec.europa.eu/digital-single-market/en/news/staff-working-document-free-flow-data-and-emerging-issues-european-data-economy
https://ec.europa.eu/digital-single-market/en/news/communication-building-european-data-economy
https://ec.europa.eu/digital-single-market/en/news/communication-building-european-data-economy
https://www.autosar.org/
https://www.fiware.org/about-us/
https://mydex.org/
https://digi.me/
https://www.midata.coop/en/home/
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¶ They can be completely independent from data holders or stem from data holdersô 

initiatives : in some cases, data intermediaries are established by data holders in order to 

enhance the access to their data, control how their data is being used and gain access  to third 

partiesô data. These types of organisations can be found within many different value chains. For 

instance, in the railway sector, a specific ñdata spaceò has recently been established by railway 

infrastructure service providers, original equipmen t manufacturers, railway operators and ot her 

stakeholders to pool together everybodyôs data and securing data exchange while maintaining 

data sovereignty. 121  Other examples of industrial data platforms developed by big industrial 

players include among other s Mindsphere (Siemens), Skywise (Airbus), RIO (Traton Group), 

Predix (GE Digital), FieldView, Xarvio, as well as the Data Intelligence Hub of Deutsche Telekom 

and Radianz of BT Group.  

¶ They can provide only access to data or services on top of the data : as the OECD suggests, 

some data intermediaries provide services on top of the data and they specialise in offering data 

storage or access management features to their clients. This is the case for instance of data 

intermediaries like Nallian 122  which provid es standard license schemes for sharing the data 

uploaded on the platfor m as well as the possibility of plugging in applications for smart billing 

and smart auditing. 123  

¶ They can be well - established players with a long history of providing data or start - ups  

and newly established businesses:  some industries and especially the financial industry are 

used to the existence of big data brokers such as Bloomberg, Thomson Reuters, etc. and some 

of these players date back of several decades. For other industries, su ch as the aerospace or 

automotive industries to name two, these players are new and respond to the changes brought 

by the data and internet of things economy.  

¶ They can be profit driven or not : the OECD mentions that, on top of business driven data 

interme diaries, public data repositories such as those set up by public libraries or scientific 

communities can also be considered as data intermediaries 124 . 

These and other differences make data intermediaries a very heterogeneous category of players. 

However, th eir common characteristic lies in their role of matchmakers between demand and 

supply of data . For this reason, they are also sometimes called ñdata marketplacesò or even ñdata 

brokersò although these terms are also used to identify more specifically certain types of data 

intermediaries .  According to the  Summary report of the open public consultation on the European 

strategy for data , a lmost 60% of the 772 respondents to this section considered that emerging novel 

intermediaries, such as ódata marketplacesô or ódata brokersô, are useful enablers to the data 

economy, while almost 22% donôt know or remain neutral to the question.125  

2.1.4.1.2  Ecosystem  

The data -sharing ecosystem includes various types of stakeholders involved in the value chain of the 

data intermediarie s, including in particular data holders, data re -users and (certified) data 

intermediaries.  

The data holders in this value chain are the data providers sharing their data with the data users 

through the certified intermediaries. The data intermediaries  in this value chain are the enablers 

 
121  https:/ /www.internationaldataspaces.org/knorr -bremse -establishing -data -sovereignty -and -data -
ecosystems - in - the - rail - industry/  
122  https://www.nallian.com/solution/how  
 
124  OECD, Enhancing Access to and Sharing of Data, Reconciling Risks and Benefits for Data Re -use across 
Societies, 2019, http://www.oecd.org/going -digital/enha ncing -access - to -and -sharing -of -data -276aaca8 -en.htm  
125  https://ec.europa.eu/digital -single -market/en/news/summary - report -public -consultation -european -strategy -
data  

https://www.internationaldataspaces.org/knorr-bremse-establishing-data-sovereignty-and-data-ecosystems-in-the-rail-industry/
https://www.internationaldataspaces.org/knorr-bremse-establishing-data-sovereignty-and-data-ecosystems-in-the-rail-industry/
https://www.nallian.com/solution/how
http://www.oecd.org/going-digital/enhancing-access-to-and-sharing-of-data-276aaca8-en.htm


 

44  

 

of data sharing between data holders and data re -users. The data re - users will be the clients of the 

data intermediaries.  

The table below provides three different approaches of the main stakeholders ident ified for th is 

domain , as potentially affected from the establishment of a certification framework for data 

intermediaries: a) a generic approach, b) the B2B data -sharing scenario and c) the C2B data -sharing 

scenario.   

Table 9  -  St akeholder scope (data value chain mapping)  

Domain  Approac

h 

Data holder  Data 

(re)user 

(whole 

dataset)  

Intermediarie

s 

Personal 

data 

involveme

nt  

Purpose  

Establishing 
a 
certification 
framework 
for data 
intermediarie
s 
 

Generic 
Approach  

Data 
Providers:  
Businesses/ 
Academia 
and research 
organisations 
/Government
al 
Organisations
/ NGOs/ 
Citizens    

 

Intermediarie
sô Clients: 
Businesses/ 
Academia and 
research 
organisations 
/Government
al 
Organisations
/ NGOs/ 
Citizens    

Certified data 
Intermediaries  
(i.e. Data 
marketplaces, 
data brokers, 
data 
repositories, 
PIMS/PDS, 
industrial data 
platforms, 
trusted third 

parties, data 
unions, data 
cooperatives, 
data 
collaboratives, 
data trusts)  

Potentially  Business
, R&I,  
Public 
Good  

B2B 
Approach  

Data 
providers:  
Businesses  

Intermediarie
sô Clients: 
Businesses  

Certified data 
intermediaries
:  
Data 
marketplaces, 
industrial data 
platforms, 
trusted third 
parties, data 
collaboratives, 

data trusts  

No Business
, R&I  

C2B 
Approach  

Data 
providers:  

Citizens  

Intermediarie
sô Clients: 

Businesses  

Certified data 
intermediaries

:  
PIMS/PDS, 
data unions, 
data 
cooperatives, 
data 
collaboratives, 
data trusts  

Yes  Business
, R&I, 

Public 
Good  

 

2.1.4.1.3  Data holders  

For the domain  on establishing a certi fication framework for data intermediaries , data holders will be 

the data providers who will be enabled to share their data through the data intermediaries. In a 

generic approach, the types of data providers might vary depending on data intermediary catego ry 

and could include businesses, academia and research organisations, NGOs or citizens.  This study 
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focuses on two different data sharing scenarios: a) Business to Business data sharing 

(B2B) and Consumer to Business data sharing (C2B).  

In the B2B scenario , businesses is the most common source of data for certified data intermediaries 

like data marketplaces, industrial data platforms, trusted third parties, data trusts and data 

collaboratives. In the C2B scenario, individuals are the data providers for cert ified data intermediaries 

like personal information management service (PIMS) or personal data stores (PDS), data unions, 

data cooperatives, data collaboratives and data trusts.  

2.1.4.1.4  Data Intermediaries  

¶ Depending on the type of data sharing Data marketplaces :  There  is no uniform definition of 

what a data marketplace is. The Commission in its 2017 Staff Working Document (SWD(2017)2)  

follow ed the definition of Stahl et al. describing data marketplaces as electronic marketplaces 

where data is traded as a commodity, an electronic marketplace being "the concrete agency or 

infrastructure that allows participants to meet and perform the market tran sactions, translated 

into an electronic medium" ,126  while the OECD report óEnhancing Access to and Sharing of Dataô 

defines them as online platforms that host data from various publishers and offer the (possibly 

enriched) data to interested parties. 127  Finally, a Forrester research report entitled ñThe Insights 

Professional's Guide to External Data Sourcing, Beginner Level: Data Practices For Insights -

Driven Businessesò defines data marketplaces are data exchanges that enable sellers to offer 

data products an d services and enable buyers to find and acquire data, often as a self -service, 

transactional model. 128  

¶ Industrial Data platforms are  defined in SWD(2017)2 as virtual environments facilitating the 

exchange and connection of data among different companies an d organisations through a shared 

reference architecture, common governance rules and within a secure business ecosystem. 129  

¶ Trusted third parties / Data intermediary acting as a third - party certification authority: 

According to the OECD report óEnhancing Access to and Sharing of Dataô in some cases, data 

intermediaries can act as a certification authority as in the case of the Industrial Data Space 

(IDS). The certification authorities of the IDS certifies all participants based on standards defined 

by the ID S regarding, for example, security, privacy, and terms of use. Data owners define terms 

of use and the fees of data use, which data brokers use to match with other data owners and 

users. 130  Participants and core components shall provide a sufficiently high degree of security 

regarding the integrity, confidentiality and availability of information exchanged in the Industrial 

Data Space. Therefore, an evaluation and certification of the core components as well as of the 

technical and organizational security me asures is mandatory for participating in the Industrial 

Data Space. This applies to both organizations that develop software components intended to be 

deployed within the Industrial Data Space (i.e., prospective software providers) and to 

organizations tha t intend to become participants in the Industrial Data Space. During the 

 
126  SWD(2017) 2, p. 17  
F. Stahl, F. Schomm, G. V ossen, & L Vomfell, A Classification Framework for Data Marketplaces, Vietnam J 
Comput Sci, 2016, p. 137.  
127  OECD Report (2019) óEnhancing Access to and Sharing of Dataô, chapter 2 (p.36) 
Dumbill, E. (2012), Microsoftôs plan for Hadoop and big data, http://radar.oreilly.com/2012/01/microsoft -big -
data.ht ml  
128  Forrester research, The In sights Professional's Guide to External Data Sourcing, Beginner Level: Data 
Practices For Insights -Driven Businesses, May 2019  
129  SWD(2017) 2, p. 18  
IDC and Open Evidence, European Data Market Study, 2016, publication forthcom ing, 
https://docs.google.com/a/open -
evidence.com/viewer?a=v&pid=sites&srcid=b3Blbi1ldmlkZW5jZS5jb218ZG93bm xvYWR8Z3g6NjJiZTQ1NTYyZjdl
OGNhNg   
130  OECD Report (2019) óEnhancing Access to and Sharing of Dataô, chapter 2  

https://docs.google.com/a/open-evidence.com/viewer?a=v&pid=sites&srcid=b3Blbi1ldmlkZW5jZS5jb218ZG93bmxvYWR8Z3g6NjJiZTQ1NTYyZjdlOGNhNg
https://docs.google.com/a/open-evidence.com/viewer?a=v&pid=sites&srcid=b3Blbi1ldmlkZW5jZS5jb218ZG93bmxvYWR8Z3g6NjJiZTQ1NTYyZjdlOGNhNg
https://docs.google.com/a/open-evidence.com/viewer?a=v&pid=sites&srcid=b3Blbi1ldmlkZW5jZS5jb218ZG93bmxvYWR8Z3g6NjJiZTQ1NTYyZjdlOGNhNg
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certification process, the primary focus of the evaluation will be either on the product or on the 

organization itself. 131  

¶ Data collaboratives are defined as  a new form of collaboratio n, beyond the public -private 

partnership model, in which participants from different sectors ð including in particular private 

companies, research institutions and government agencies -  exchange their data to solve public 

problems and create public value. 132  

¶ Personal information management services (PIMS) and personal data spaces 133  :  The 

OECD report óEnhancing Access to and Sharing of Dataô defines PIMS/PDS as platforms to give 

data subjects (consumers) more control over their personal data and thus to restore user agency, 

including in the context of the Internet of Things. 134  The SWD(2017)2 further defines (PIMS) as 

ña developing set of technical means, currently in its infancy, for individuals to manage control 

over their personal data. While considerab le conceptual differences exist, PIMS can be 

summarised as technical means which individuals can use in order to exercise their right to data 

portability under article 20 GDPR. PIMS in this respect can serve as a means to receive back 

personal data from da ta controllers (within the limits of the right under article 20 GDPR). PIMS 

would then also give individuals the means to provide personal data through a web or mobile 

application for processing by others on the basis of one of the legal bases of the GDPR (e.g. 

consent, performance of a contract) ò.135  

¶ Data unions: A Data Union is a framework, currently being built on the Streamr Marketplace 

that allows people to easily bundle and sell their real - time data and earn revenue. On its own, 

our data does not hold much value, but when combined in a Data Union, it aggregates into an 

attractive product for buyers to extract insights. This is crowdselling, and has the potential to 

generate unique data sets by incentivising trade directly from the data producers. 136  

¶ Data  cooperatives: Similarly to the above mentioned data unions, data cooperatives can be 

defined as structures that enable  the creation of open data and personal data stores for mutual 

benefit; they could rebalance what many perceive as asymmetric relationshi p between data 

subjects (people with personal data) and data users (people who use data to develop services 

and products) 137  

¶ Data trusts: The ODI defines  data trusts as legal structures that provide independent, fiduciary 

stewardship of data. Data trusts ar e an approach to looking after and making decisions about 

data in a similar way that trusts have been used to look after and make decisions about other 

forms of asset in the past, such as land trusts that steward land on behalf of local communities. 

They i nvolve one party authorising another to make decisions about data on their behalf, for the 

benefit of a wider group of stakeholders. With data trusts, the independent person, group or 

entity stewarding the data takes on a fiduciary duty. In law, a fiduciar y duty is considered the 

 
131  https://www.internationaldataspaces.org/publicatio ns/whitepaper -certification/   
132  https://ec.europa.eu/knowledge4policy/online - resource/data -collaboratives_en  & https://oecd -
opsi.org/toolkits/data -collaboratives -canvas/  & http://thegovlab.org/the -emergence -of-data -collaboratives - in -
numbers/  
133  Also defined by other terms, including  among others personal data stores  (PDS) /vaults/wallets/clouds or 
infomediaries, vendor r elationship management tools, life management platforms, personal information 
management syst ems; information fiduciaries, mediators of individual data -  MID, information banks. [source 
Understanding MyData Operators White paper,  https://mydata.org/wp -
content/uploads/sites/5/2020/04/Understanding -Mydata -Operators -pages.pdf ]  
134  OECD Report (2019) óEnhancing Access to and Sharing of Dataô, chapter 2  
Urquhart, L., N. Sailaja and D. Mcauley (2017), ñRealising the right to data portability for the domestic Internet 
of thingsò, Personal and Ubiquitous Computing, http://dx.doi.org/10.1007/s00779-017 -106 9-2. 
135  SWD(2017) 2, p. 19  
136  https://medium.com/streamrblog/what -are -data -unions -how -do- they -work -which -ones -can - i-use -
887e67fb7716  
137  http://opend atamanchester.org.uk/2015/04/14/open -data -cooperation -building -a-data -cooperative/  & 
https://medium.com/@opendatamcr/open -data -cooperation -buildi ng -a-data -cooperative -264eef373b63  

https://www.internationaldataspaces.org/publications/whitepaper-certification/
https://ec.europa.eu/knowledge4policy/online-resource/data-collaboratives_en
https://oecd-opsi.org/toolkits/data-collaboratives-canvas/
https://oecd-opsi.org/toolkits/data-collaboratives-canvas/
http://thegovlab.org/the-emergence-of-data-collaboratives-in-numbers/
http://thegovlab.org/the-emergence-of-data-collaboratives-in-numbers/
http://opendatamanchester.org.uk/2015/04/14/open-data-cooperation-building-a-data-cooperative/
https://medium.com/@opendatamcr/open-data-cooperation-building-a-data-cooperative-264eef373b63
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highest level of obligation that one party can owe to another ï a fiduciary duty in this context 

involves stewarding data with impartiality, prudence, transparency and undivided loyalty. 138   

2.1.4.1.5  Data re -user   

For the domain on  establis hing a certification framework for data intermediaries , the data (re - )users 

will be the data intermediariesô clients. In a generic approach of the value chain, the client base of a 

data intermediary could entail various categories of organizations includin g businesses (e.g. buyers 

and suppliers), academia and research organisations, NGOs, public sector organisations and citizens. 

The category of data re -users vary according to the type of data intermediary and the services 

provided. In the B2B and C2B scena rios in the context of this study, the client base of the 

intermediaries will be mainly comprised of businesses. In particular, for industrial data platforms 

(B2B data platforms) the client base will most likely be comprised of businesses such as Original 

Equipment Manufacturers (OEMs) first and second tier buyers and suppliers.  

2.1.4.1.6  Ongoing initiatives/Market analysis  

Non -exhaustive listing, providing examples of B2B and C2B data intermediaries, active in the 

European market is presented in the tables below.  

Table 10  -  Data Intermediaries -  B2B Data Sharing European Market Overview  

Data 

Marketplaces  

Industrial 

Data 

Platforms  

Trusted Third 

Parties  

Data 

Collaboratives 

(B2B Data 

Sharing)  

Data Trusts          

(B2B Data 

Sharing)  

Other B2B 

Data Sharing 

Operators  

Dawex  Mindsphere 
(Siemens)  

International 
Data Spaces 
Association  

Industrial Data 
Space Project 
(German 
Federal Ministry 
of Education 
and Research -
BMBF) -  
International 
Data Spa ces 
Association  

OpenCorporates  Ocean 
Protocol  

DataPace  Skywise 
(Airbus)  

Smart 
Connected 
Supplier 
Network 
(SCSN)  

Amsterdam 
Data Exchange 
(AMDEX)  

Truata  Refinitiv  

Streamr  RIO (Traton 
Group)  

 DeepMind & 
NHS Machine 
Learning for 
Health  

 Meeco.me  

OpenDataSoft  Predix (GE 
Digital)  

 Data and 
Analytics 
Facility for 
Nat ional 

Infrastructure 
(DAFNI)  

  

Databroker 
DAO 

FieldView   Smart 
Connected 

Supplier 
Network 
(SCSN)  

  

Rocketgraph  Xarvio   SmartFactoryKL    

 
138  https://theodi.org/article/what - is-a-data - trust/   

https://www.dawex.com/en/
https://siemens.mindsphere.io/en
https://siemens.mindsphere.io/en
https://www.internationaldataspaces.org/
https://www.internationaldataspaces.org/
https://www.internationaldataspaces.org/
https://www.fraunhofer.de/en/research/lighthouse-projects-fraunhofer-initiatives/international-data-spaces.html#tabpanel-5
https://www.fraunhofer.de/en/research/lighthouse-projects-fraunhofer-initiatives/international-data-spaces.html#tabpanel-5
https://www.fraunhofer.de/en/research/lighthouse-projects-fraunhofer-initiatives/international-data-spaces.html#tabpanel-5
https://www.fraunhofer.de/en/research/lighthouse-projects-fraunhofer-initiatives/international-data-spaces.html#tabpanel-5
https://www.fraunhofer.de/en/research/lighthouse-projects-fraunhofer-initiatives/international-data-spaces.html#tabpanel-5
https://www.fraunhofer.de/en/research/lighthouse-projects-fraunhofer-initiatives/international-data-spaces.html#tabpanel-5
https://www.fraunhofer.de/en/research/lighthouse-projects-fraunhofer-initiatives/international-data-spaces.html#tabpanel-5
https://www.fraunhofer.de/en/research/lighthouse-projects-fraunhofer-initiatives/international-data-spaces.html#tabpanel-5
https://www.fraunhofer.de/en/research/lighthouse-projects-fraunhofer-initiatives/international-data-spaces.html#tabpanel-5
https://www.fraunhofer.de/en/research/lighthouse-projects-fraunhofer-initiatives/international-data-spaces.html#tabpanel-5
https://opencorporates.com/
https://oceanprotocol.com/protocol/
https://oceanprotocol.com/protocol/
https://datapace.io/
https://skywise.airbus.com/
https://skywise.airbus.com/
https://www.brainportindustries.com/en/technology/fieldlab-the-smart-connected-supplier-network
https://www.brainportindustries.com/en/technology/fieldlab-the-smart-connected-supplier-network
https://www.brainportindustries.com/en/technology/fieldlab-the-smart-connected-supplier-network
https://www.brainportindustries.com/en/technology/fieldlab-the-smart-connected-supplier-network
https://www.brainportindustries.com/en/technology/fieldlab-the-smart-connected-supplier-network
https://amsterdamdatascience.nl/news/launch-of-the-amsterdam-data-exchange-amdex/
https://amsterdamdatascience.nl/news/launch-of-the-amsterdam-data-exchange-amdex/
https://amsterdamdatascience.nl/news/launch-of-the-amsterdam-data-exchange-amdex/
https://www.truata.com/
https://www.refinitiv.com/en/about-us
https://streamr.network/
https://rio.cloud/en/
https://rio.cloud/en/
https://health.google/
https://health.google/
https://health.google/
https://health.google/
https://meeco.me/
https://www.opendatasoft.com/
https://www.ge.com/digital/iiot-platform
https://www.ge.com/digital/iiot-platform
https://www.dafni.ac.uk/
https://www.dafni.ac.uk/
https://www.dafni.ac.uk/
https://www.dafni.ac.uk/
https://www.dafni.ac.uk/
https://www.dafni.ac.uk/
https://databroker.global/contact
https://databroker.global/contact
https://climate.com/
https://www.brainportindustries.com/en/technology/fieldlab-the-smart-connected-supplier-network
https://www.brainportindustries.com/en/technology/fieldlab-the-smart-connected-supplier-network
https://www.brainportindustries.com/en/technology/fieldlab-the-smart-connected-supplier-network
https://www.brainportindustries.com/en/technology/fieldlab-the-smart-connected-supplier-network
https://www.brainportindustries.com/en/technology/fieldlab-the-smart-connected-supplier-network
https://rocketgraph.com/
https://www.xarvio.com/global/en.html
https://smartfactory.de/
https://theodi.org/article/what-is-a-data-trust/
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Smart Jobs 
S.L 

Data 
Intelligence 

Hub 
(Deutsche 
Telekom)  

    

Spaziodati  Radianz (BT 

Group)  

    

WhoApi  Nallian      

City Context 
Open Data API  

AutoSar      

Datalayer  FiWare      

DataScouts  Far-edge      

dmi.io  Arrowhead      

GLOBMOD      

Helix Nebula 
Science Cloud  

     

Open 
Corporates  

     

qDatum       

Advaneo       

Caruso       

The IOTA 
Foundation  

     

Kasabi       

Datafairplay       

 

Table 11  -  Data Intermediaries -  C2B Data Sharing European Mark et Overview  

PIMS/PDS  Data Unions   Data 

Cooperatives  

Data Trusts           

(C2B Data 

Sharing)  

Data 

Collaboratives 

(C2B Data 

Sharing)  

Other 

Personal 

Data 

Operators  

Digi.me  Streamr  MiData  UK Biobank  SalusCoop  Meeco.me  

Mydex  The Data 
Union  

Salus Coop  Copenhagen's 
City Data 
Exchange  

Vastuu Group  

CitizenMe  Swash  Holland Health 
Data 
Cooperat ive  

 Grampian Data 
Safe Haven 
(DaSH)  

Peercraft  

Datawallet  Tracey Project 
-  TX/ WWF 
Philippines/ 
UnionBank/ 
Streamr 
Partnership  

The Good Data 
Cooperative  

 Consumer 
Data Research 
Centre  

Criteo  

Schluss   Polypoly   Decode  Worker Info 
Exchange  

Qiy Foundation   Healthbank 
Cooperative  

 Next 
Generation 
Internet -  
Engineroom  

 Digita  

http://www.jobinow.com/
http://www.jobinow.com/
https://p-publicinfopage-webapp.azurewebsites.net/en/
https://p-publicinfopage-webapp.azurewebsites.net/en/
https://p-publicinfopage-webapp.azurewebsites.net/en/
https://p-publicinfopage-webapp.azurewebsites.net/en/
https://p-publicinfopage-webapp.azurewebsites.net/en/
http://www.spaziodati.eu/
https://www.globalservices.bt.com/en/solutions/products/radianz-services
https://www.globalservices.bt.com/en/solutions/products/radianz-services
https://whoapi.com/page/contact
https://www.nallian.com/
http://www.citycontext.com/
http://www.citycontext.com/
https://www.autosar.org/
http://datalayer.io/
https://www.fiware.org/about-us/
http://datalandscape.eu/companies/datascouts
https://www.edge4industry.eu/
https://dmi.io/
http://www.arrowhead.eu/about/general-overview/
http://www.globmod.com/
http://www.helix-nebula.eu/
http://www.helix-nebula.eu/
http://opencorporates.com/
http://opencorporates.com/
https://www.qdatum.io/
https://www.advaneo.de/en/
https://www.caruso-dataplace.com/
https://www.iota.org/
https://www.iota.org/
http://kasabi.com/
http://www.datafairplay.com/
https://digi.me/
https://streamr.network/
https://www.midata.coop/en/home/
https://www.ukbiobank.ac.uk/
https://www.saluscoop.org/
https://meeco.me/
https://mydex.org/
https://thedataunion.eu/
https://thedataunion.eu/
https://www.saluscoop.org/
https://cphsolutionslab.dk/content/2-what-we-do/3-data-platforms/3-city-data-exchange/1-learnings-from-the-city-data-exchange-project/city-data-exchange-cde-lessons-learned-from-a-public-private-data-collaboration.pdf?1527149474
https://cphsolutionslab.dk/content/2-what-we-do/3-data-platforms/3-city-data-exchange/1-learnings-from-the-city-data-exchange-project/city-data-exchange-cde-lessons-learned-from-a-public-private-data-collaboration.pdf?1527149474
https://cphsolutionslab.dk/content/2-what-we-do/3-data-platforms/3-city-data-exchange/1-learnings-from-the-city-data-exchange-project/city-data-exchange-cde-lessons-learned-from-a-public-private-data-collaboration.pdf?1527149474
https://www.vastuugroup.fi/fi-en
https://www.citizenme.com/public/wp/
https://swashapp.io/#/
http://hhdc.nl/
http://hhdc.nl/
http://hhdc.nl/
https://www.abdn.ac.uk/iahs/facilities/grampian-data-safe-haven.php
https://www.abdn.ac.uk/iahs/facilities/grampian-data-safe-haven.php
https://www.abdn.ac.uk/iahs/facilities/grampian-data-safe-haven.php
https://www.peercraft.com/
https://www.datawallet.com/whats-a-datawallet/
https://www.tx.company/wwf
https://www.tx.company/wwf
https://www.tx.company/wwf
https://www.tx.company/wwf
https://www.tx.company/wwf
https://www.tx.company/wwf
https://www.thegooddata.org/
https://www.thegooddata.org/
https://www.cdrc.ac.uk/
https://www.cdrc.ac.uk/
https://www.cdrc.ac.uk/
https://www.criteo.com/
https://schluss.org/
https://polypoly.eu/en/home
https://www.decodeproject.eu/
https://workerinfoexchange.org/
https://workerinfoexchange.org/
https://www.qiyfoundation.org/
https://www.healthbank.coop/
https://www.healthbank.coop/
https://www.nesta.org.uk/project/next-generation-internet-engineroom/
https://www.nesta.org.uk/project/next-generation-internet-engineroom/
https://www.nesta.org.uk/project/next-generation-internet-engineroom/
https://www.nesta.org.uk/project/next-generation-internet-engineroom/
https://www.digita.ai/
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Polypoly       Datavillage   

Solid Inrupt      Happy -Dev  

BitsaboutMe      Ont ola  

Coelition      1001 Lakes  

Comuny GmbH      Business 
Finland  

Cozy Cloud      Caelum Labs  

Datafund      City Of Oulu  

DataYogi      Conseils Oy  

esatus AG      de Volksbank  

Ockto B.V.      Fair & Smart  

OwnYourData      MyLife Digital  

iGrant.io      Diabetes 
Services ApS  

     Demos 
Helsinki   

     Enfuce  

     Electronic 
Frontier 
Finland  

2.1.4.2  The problem, its magnitude and the stakeholders affected  

The lack of a certification framework for data intermediaries, or more generally of mechanisms to 

differentiate neutral data intermediaries from the others leads to two main clusters of prob lem that 

are coming to prominence. The first cluster of problems involve misuse and overuse of data; the 

second set of problems involves underuse of data. 139  In both cases, this further leads to a generic 

lack of trust betwe en the actors involved in the data intermediariesô ecosystem. As a final 

consequence, a fair and well - functioning market lev el playing field at European level is not ensured.  

Additionally, according to the s ummary report of the open public consultation on the European 

strategy for data , a lmost 80% of the 512 respondents to the question have encountered difficulties 

in using data from other companies. These difficulties relate to technical as pects (data 

interoperability and transfer mechanisms), denied data access, and prohibitive prices or other 

conditions considered unfair or prohibitive.  A very large share of respondents (87.7%) supported the 

idea that the EU should make major investments i n technologies and infrastructures that enhance 

data access and use, while giving individuals as well as public and private organisations full control 

over the data they generate. Around the same proportion of respondents considered that the 

development of  common European data spaces should be supported by the EU in strategic industrial 

sectors and domains of public interest.  140  

2.1.4.2.1  Estimation of Stakeholders affected  

The wide definition of data intermediaries used for this study, and their several different c ategories 

constitute difficult the calculation of the total number of stakeholders affected. An estimation of the 

total number of data intermediaries active in the European market could include an average number 

of150 organisations, while the number of dat a users or data holders affected could entail any 

European company or individual wishing to buy or sell data through the intermediaries.  

 
139  https://medium.com/@vincejstraub/the -new -ecosystem -of -data - trusts -36901fc59010   
140  https://ec.europa.eu/digital -single -market/en/news/summary - report -public -consultation -european -strategy -
data  

https://polypoly.eu/en/home
https://www.datavillage.me/
https://inrupt.com/
https://happy-dev.fr/en/
https://bitsabout.me/en/
https://ontola.io/
https://coelition.org/
https://1001lakes.com/
https://www.comuny.de/
https://www.businessfinland.fi/en/
https://www.businessfinland.fi/en/
https://cozy.io/
https://caelumlabs.com/
https://datafund.io/
https://www.ouka.fi/oulu/english
https://datayogi.me/
https://www.conseils.fi/
https://www.esatus.com/
https://www.devolksbank.nl/
https://www.ockto.nl/
https://www.fairandsmart.com/
https://www.ownyourdata.eu/en/startseite/
https://mylifedigital.co.uk/
https://igrant.io/
https://diabetes.services/
https://diabetes.services/
https://www.demoshelsinki.fi/en/
https://www.demoshelsinki.fi/en/
https://enfuce.com/
https://effi.org/
https://effi.org/
https://effi.org/
https://medium.com/@vincejstraub/the-new-ecosystem-of-data-trusts-36901fc59010
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The companies present big differences in the scale of client base. In particular, Siemensô Mindsphere 

counted more tha n 6.100 customers in March 2020; the client base of the late -stage Dawex includes 

approximately 10,000 organisations;  the example of the data trust UK Biobank holds data from about 

0.5m people and it includes the number of 946 researchers using its data in  its annual accounts of 

2018. This would therefore give a ratio of roughly 50000:1:1000 (data holders : data intermediary 

: data re -users). At the same time, there are several data intermediaries of early or growth stage in 

the European market with a clien t base of less than 100 clients.  

2.1.4.3  The causes of the problem  

Currently, different rules and legislation might apply to data intermediaries in Europe, depending on 

their category, country of establishment, sector of activity, functionalities offered and use c ases and 

type of data handled. This might often create legal uncertainties and generate burdens to the cross -

border activities of data intermediaries. Furthermore, given that the appearance of the majority of 

data intermediaries has recently happened withi n the last decade, such companies, being still in early 

or growth stage, might lack incentives to align on best practices. Finally, there is also a lack of 

mechanisms for data intermediaries to assess the quality and neutrality of intermediariesô operations, 

creating a further lack of trust within the market. These barriers might create difficulties in the 

establishment a common certification framework of data intermediaries, covering all types and 

market needs.  

2.1.4.4  The effects of the problem  

The lack of a cert ification framework for data intermediaries and its interwoven lack of trust between 

the actors involved in this ecosystem presents various effects and impacts for the stakeholders 

affected. The intermediaries respecting already certain neutrality requirem ents present no 

competitive advantage in the market compared to the others due to the lack of mechanisms for their 

clients to assess their neutrality. Furthermore, there are currently no mechanisms that could support 

such data intermediaries to scale up, a s many of them are in early or grow stage. As a broader 

impact, the economic and societal value of data is not maximised in the European market.  

An overview of the above -mentioned intervention logic is presented in the following table.  

Table 12  -  Intervention logic for Establishing a certification framework for data intermediaries  

Measure  Barriers  Problem  Broader Impact  

Establishing a certification 
framework for data 
intermediaries  

Different rules applying to 
data intermediaries 
depending on sectors and 
types of data handled 
(creating legal uncertainty)  

A fair and well - functioning 
market level playing field is 
not ensured, due to the 
lack of trust between the 
actors involved in the 
ecosystem, which does not 
allow da ta intermediaries 
to scale up.  

Economic and 
societal value of data 
is not maximised  

Lack of mechanisms for 
data intermediaries clients 
to assess the quality of 
intermediariesô operations 
(i.e. in terms of respect of 
GDPR or other legislation)  

Lack of incentives for data 
intermediaries to align on 
best practices  

Different categories, 
business models, 
functionalities offered and 
use cases of data 
intermediaries active in the 
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Measure  Barriers  Problem  Broader Impact  

European market, creating 
difficulties in the 
establishment a common 
framework covering all 
types.  

2.2  Pol icy objectives and policy options  

Thi s section  contains a description of the policy objectives , which could be pursued in relation to the 

barriers, problems and effects identified above. It also presents a list of relevant policy actions.  

2.2.1  Policy objectives  

The general objective of this initiative is to set the foundations of a Single Market for Data . This 

will contribute to maximising the potential of data for the EU economy and society , in 

particular  through the empowerment of the individuals and business es with respect to the u se data 

they generate and create value for society.  This vision will be implemented through the creation of 

common European data spaces  in strategic sectors and domains of public interest, and will 

contribute to a more rapid recovery  from the current econo mic crisis . 

Across spaces, companies, public sector bodies, researchers and individuals themselves should be 

able to use data, personal as well as non -personal data, irrespective of the sector, domain or Member 

State, in line with EU rules and fundamental values , in particular personal data protection, 

consumer protection legislation and competition law.  

On the global stage, the Single Market for Data will increase Europeôs sovereignty on data and 

on all the key enabling technologies and infrastructures th at are essential for the data economy. It 

will underpin a new European approach  to data as an alternative to the platform model.  

This Single Market for Data is an important element that will complete the EU internal market , 

increasing growth and jobs, mode rnising public services, empowering citizens to exercise their rights, 

and accelerating innovation as data is more widely used for the common good .  

To reach this general objective, this initiative has three specific objectives :  

¶ Creating trust  in common Eu ropean data spaces;  

¶ Building common data spaces , making more data usable where data holders could agree to it 

through technical, legal and organisational support; and  

¶ Ensuring data interoperability  across sectors.  
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Figure 2 ï Objective tree  

 

In line with these objectives , there are three levels of data governance addressed by the first  phase 

of th is study:  

Table 13  ï Levels of data governance  

Levels  Measures 

facilitating 

secondary use of 

sensitive data 

held by the 

public sector  

Establishing a 

certification 

scheme for data 

altruism 

mechanisms  

Establishing a 

European 

structure for 

governance 

aspects of data 

sharing  

Establishing a 

certification 

framework for 

data 

intermediaries  

Trust in common 
data spaces  

X XX X XX 

Reusable data 
(technical/legal)  

XX X XX X (certification of 
neutrality of 

intermediaries)  

Cross data space 
interoperability  

X X XX X 

 

These layers  can be considered subsequent levels of enhanced abstraction and scalability of providing 

an enabling environment for data use in the data economy . 

Trust in common data spaces  deals with ensuring data is available for reuse. This mainly deals with 

ensuring that the appropria te management of the rights of different stakeholders.  Whether data is 

held by public sector, citizens or business es, this layer deals with the appropriate rights of data 

processing. For personal data, including sensitive  data , it concerns making sure that consent and 

other forms of legitimate data access and reuse are ensured.   

The second level concerns scalable, reusable tools for data sharing. That means, in addition to the 

availability of data, ensuring that there are common rules and methods for ac cessing and reusing. 

This covers standards for data schemes, for metadata, for architectures, for consent sharing, for the 

certification of data intermediaries. There are many such examples within different sectors.  
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The third level is more general and abstract. It refers to ensuring interoperability rules and standards 

for reuse among a wide variety of actors and use cases, across different  sectors . 

2.2.2  Policy options  

Policy options have been developed in close cooperatio n between the consortium and DG CNECT. 

The policy options are listed per domain  below:  

2.2.2.1  Policy options: Measures facilitating secondary use of sensitive data held by the 

public sector  

The table below lists the policy options developed for the domain on use  of sensitive data held by 

the public sector . 

Table 14  -  Policy options Measures facilitating secondary use of sensitive data held by the public 

sector  

Option  Description  

Option 0 Baseline scenario -  No horizontal action at EU level  

Option 1 Coordination at EU level and soft regulatory measures only: Guidelines  

Option 2 Regulatory intervention with low intensity: One -stop shop  

Option 3 Regulatory intervention with high intensity: Single data authorisation body  

  

2.2.2.1.1  Policy Option 0: Baseline scenario -  No horizontal action at EU level  

In the baseline scenario, no horizontal action is taken at EU level  on data governance and 

interoperability of common European data spaces. However, action may be taken at sectoral or 

Member Sta te level as announced in the European Strategy for Data. This will lead to further 

interoperability issues and regulatory fragmentation in the internal market. Only certain cross sector 

data sharing will happen in limited cases between those common Europea n data spaces that have 

compatible sectoral legislation, standards and infrastructures. Ultimately, there will be less data 

available for reuse across sectors. This will prevent the EU from reaping the full benefits of horizontal 

data sharing which account  for 20% of all the benefits of data sharing in general.  In addition, this 

situation could result in unnecessary duplication of efforts (and costs) among, for instance, data 

holders in different Member States in the setting up of data sharing infrastructur es.  

2.2.2.1.2  Policy Option 1: Guidelines  

The first policy option would consist of issuing non - binding Recommendations or guidelines  

encouraging Member States to set up structures enhancing the re -use of publicly held data subject 

to the rights of others such as rights under GDPR, but also intellectual property rights, and legitimate 

interests to keep commercially sensitive information  private . These Recommendations or guidelines 

would identify best practices (for instance,  FinData, the French Health Data Hub or the 

German  Forschungsdatenzentr en) and promote their emulation by Member States. In addition, a 

network of data sharing expert s would be set up as an informal Commission Expert Group issuing 

technical guidance for cross -border and cross -sectoral data sharing ï for instance on interoperability 

issues, generic standards or metadata descriptions.  

This option would contribute to some  of the actionôs objectives: setting up structures enhancing the 

reuse of data held by the public sector and the use of which is subject to the rights of others may 

facilitate (and therefore likely increase) the re -use of data by companies, and researchers in line with 

applicable legislation. In addition, an Expert Group working on cross -border and cross -sectoral data 

sharing would be a first step towards interoperability across sectors.  



 

54  

 

2.2.2.1.3  Policy Option 2: One -stop shop  

The second policy option wou ld consist of a  Directive or a Regulation requiring Member States to set 

up and/or maintain capacity and services to facilitate the re - use of publicly held data  subject 

to the rights of others. These services would notably include  a one - stop shop  that woul d:   

¶ Orientate re -users to the relevant data holders (i.e. provide information and guidance to re -users 

on whom to speak to);  and  

¶ Provide technical and legal advice to data holders on the permissible uses of such data and on 

de- identification of data.   

Member States would be required to set up  secure processing environment s  for the reuse of data 

the use of which is subject to the rights of others.  Member States would have the possibility to either 

set up a single data processing environment, or to mandat e each data holder to maintain its own.  

This policy option would not entail  a right for re - users to access publicly  held data  subject to 

the rights of others. However, there would be a best effort obligation to support innovative uses of 

sensitive public sector data. The use of these services and of that data would be limited to entities 

established in the EU, and potentially to entities  located in third countries offering comparable 

mechanisms (whether this is the case in a third country would be determined by the Commission) . 

Lastly, exclusive arrangements for data not covered by the Open Data Directive would be prohibited 

to ensure a l evel playing field  among re -users.  

2.2.2.1.4  Policy Option 3: Single data authorisation body  

The third policy option would consist of a Directive or a Regulation requiring Member States to set 

up a single data authorisation body  that would:   

¶ Assess and grant (or rej ect) data re -use requests on behalf of data holders (although this may 

legally require the centralisation of different registers);   

¶ Provide a secure data processing environment and data analytics tools for the re -use of publicly 

held data subject to the ri ghts of  others;   

¶ Put re -users in contact with data holders (i.e. provide information and guidance to re -users on 

whom to speak to); and   

¶ Provide advice to data re -users on the procedures to request a data re -use permit and on the 

likelihood of success of such requests.   

These data authorisation bodies should not diverge excessively across the EU , for instance in terms 

of operational procedures and basic rules on accessibility of data . In addition, the re -use of data 

would not be limited in terms  of purpose, and so commercial purposes would be allowed  also. 

Lastly, exclusive arrangements for data not covered by the Open Data Directive would be prohibited 

to ensure a level playing field among re -users .  

This policy option would neither, however, re quire Member States to reorganise competences 

internally among different data holders, nor make legislative changes to rules on secondary use of 

data. Member States would remain free to organise their registers, responsibilities and the grounds 

on which da ta can be reused as they see fit.  

This policy option would contribute to the policy objectives of this action: as for PO2, it would facilitate 

(and therefore likely increase) the re -use of data by companies, and researchers in line with 

applicable legislat ion, and may contribute ï through the support and advice it would provide ï to 

creating trust between re -users and holders. In addition, by providing a secure data processing 
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environment and data analytics tools, it would ensure interoperability of data ac ross sectors, thus 

making data more usable and contributing to building common data spaces.  

2.2.2.2  Policy options: Establishing a certification/authorisation scheme  for data altruism 

mechanisms    

The table below lists the policy options developed for the domain on data altruism mechanisms . 

Table 15  -  Policy options Establishing a certification/authorisation scheme for data altruism 
mechanisms   

Option  Description  

Option 0 Baseline scenario -  no horizontal action at EU level  

Option 1 Coordination at EU level and soft regulatory measures only  

Option 2 Regulatory intervention with low intensity  

Option 3 Regulatory intervention with high intensity  

 

2.2.2.2.1  Policy Option 0: Baseline scenario -  No horizontal action at EU level  

The baseline scenario assumes costs and benefits of the future if the situation was to remain the 

same as it is today. In the current situation, there is no European data altruism scheme . This implies 

that each Member State may explore different possibilities to enable data altruism  individually  or in 

cooperation with other Member States.  This includes different infrastructure s and approaches 

including legal and governance aspects in Member States. The discussion around the future role of 

data donors in the management of their data to support data exchange between different parties for 

a variety of purposes, among them research,  public  policy usage,  public access to official documents 

or  generally  to increase efficiency and save transaction costs  in one or more specified contexts, is 

fragmented as well. The European Data Strategy  issued in February 2020 by the European 

Commission  highlights the importance of a unified and coherent approach towards a shared data 

economy. There are  several problems resulting of  the status quo.  First, the lack of European 

alignment on data altruism scheme leading to multiple and independently develop ed schemes that 

could face interoperability issues in the future.  Second, a fragmented approach will lead to regulatory 

fragmentation in the internal market, where data sharing for altruistic motives will be limited to a 

multitude of separated silos, each acting as isolated data spaces with compatible legislation, 

standards and infrastructure, but without any realistic option for data to break out of that silo. 

Third,  the rapid growth of data production and sharing  which  ï without a common approach ï cannot  

benefit the public sector. Fourth,  the lack of a data donations for research purposes that could 

hamper  innovation, including the  development of  for example  AI, and impact other sectors  in the 

European Union with, consequently, , a negative impact on the EU competitive advantage.  Overall, 

this could prevent the EU from reaping the full benefits of horizontal data sharing which account for 

20% of all the benefits of data sharing in general41.     

2.2.2.2.2  Policy Option 1: Coordination at EU level and soft regulatory  measures only  

The European Commission and Member States could explore mechanisms that encourage Member 

States to collaborate on efforts to sharing of personal data 42. To facilitate this, the European 

Commission could adopt a Recommendation or guidelines, with no binding power, to address 

coordination and cooperation issues with regards to data altruism schemes and   ethical guidelines 

on data use, considering (where applicable) the  Ethics guideline for trustworthy AI, the ñEthics of 

information and communication technologiesò opinion of the European Group on Ethics in Science 

and New Technologies, or the European Code of Conduct for Research Integrity,  and the GDPR 

(among other authoritative sources). The recommendations could address MS to estab lish structures 
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to increase reuse of publicly held data, to support data altruism, and to create processes to lower 

the transaction cost of data sharing. As a supporting initiative, the European Commission can also 

set up an informal data sharing expert gr oup, coordinated by the European Commission. This group 

would be tasked   with   issuing more detailed guidance on multiple topics (e.g. metadata, semantics, 

pseudonymisation techniques, equal and non -discriminatory access, the role and rights of the 

individ ual, compatible further processing, etc.); all of these guidelines could increase cross -border 

data sharing on a voluntary basis. Participation in this expert group would be voluntary and open for 

Member States and subject experts. The expert group could a lso assess if Member States are 

interested in trainings and  funding, and  provide proposals for such further support mechanisms.    

Voluntary coo rdination could be organised at a general and horizontal level ï i.e. focusing on the 

definition of universal pri nciples for data altruism that would be valid independent of the sector or 

nature of the data ï or could be integrated at a vertical sector, thus taking into account the 

specificities and sensitivities that may be present in individual situations.    

2.2.2.2.3  Policy  Option 2: Regulatory intervention with low intensity  

The European Commission is actively engaging with the European community to advance the data 

economy and define a path towards a data market. To achieve this the European Commission could 

pursue regula tory intervention with low intensity such as mandating Member States to establish 

legislation and or administrative processes that allow data altruism within the Member State, without 

constraining them too much with respect to the practical approach to be followed. Furthermore, the 

Commission could ( i) oblige Member States to set up certification schemes for data altruism 

mechanisms and/or organisations offering such mechanisms, (ii) such certification could be issued 

by private certification bodies under a  specific Member State mandate and (iii) encourage voluntary 

certification of data altruism schemes. These measures would provide for a stronger and more 

homogeneous governance layer over the related data altruism schemes, thereby providing a more 

forceful  and consistent response to some of the challenges described above. The responsibility to 

oversee this certification process would be of the Member States.    

2.2.2.2.4  Policy Option 3: Regulatory intervention with high intensity  

In 2016, the  European Commission implemented the General Data Protection Regulation (GDPR) to 

protect, amongst others,  citizensô data against unlawful (re)use. It contains safeguards against re -

use of personal data for different purposes than those which were originally communicated to the 

data subject (i.e. the citizen); this principle can act as a complicating factor for data altruism, as has 

already been explained above.   

The European Commissi on has increased the availability and re -usability of public and  publicly  funded 

data into the scope of the Open Data Directive 43 and while this Directive is likely conducive to 

supporting data altruism, it leaves the safeguards and constraints of the GDPR  intact. A directive or 

regulation regarding data sharing (including but not necessarily limited to personal data) could 

facilitate data altruism, in several ways. One approach could be to  introduce a tightly limited 

mandatory European authorisation mechan ism for altruism schemes  in relation to certain types of 

data (e.g. data generated or collected using government funding) or for certain purposes (e.g. 

donation of certain medical records to academic research institutions under specific constraints). 

Such authorisation  would be issued under the auspices of a dedicated national authority, with mutual 

recognition mechanism between Member States. In some circumstances, it could be made 

compulsory to certify data altruism mechanisms and/or organisations operati ng such mechanisms. 

The responsibility to oversee this certification process would be o n the Member States.        
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Alternatively, a more open approach could be considered, e.g. by establish ing a governance structure 

at the national or EU level that would ge nerically permit data altruism schemes to be established 

provided that certain safeguards are met. These safeguards could include the establishment of 

independent supervisory bodies and/or monitoring bodies to oversee compliance with the schemes 

and their use in practice; certification of schemes and/or technologies, platforms or infrastructures 

which would be used for data donations; codes of conduct that beneficiaries of such schemes (i.e. 

the recipients of donated data) or intermediaries in charge of a s cheme or a technology would need 

to sign up to in order to become eligible for data altruism; and/or the establishment of auditing and 

verification mechanisms accompanied by credible sanctions in case of violations of the framework. 

Such a framework could facilitate data altruism by providing  greater clarity and legal certainty on 

the conditions for lawful data altruism, including the role and rights of the donors and other 

stakeholders. Scoping is however critical in legislative interventions: without suit able constraints, 

mandatory data donation would likely lead to citizen objection. The Commission should therefore 

consider how to protect citizensô personal data in altruism schemes by defining data ethics 

requirements.    

2.2.2.3  Policy options : Establishing a Eur opean structure for certain governance aspects 

of data sharing   

The table below lists the policy options developed for domain on governance aspects of data sharing . 

Table 16  -  Policy options Establishing a European structure for certain governance aspects of 

data sharing  

Option  Description  

Option 0  Baseline Scenario.  

Option 1  Coordination at EU level and soft regulatory measures only ï Informal Expert Group  

Option 2  Regulatory intervention with low intensity: Formal Expert Group -  European Data 
Innovation Board  

Option 3  Regulatory intervention with high intensity: Independent European body -  European 
Data Innovation Board  

The main barrier to business data sharing lie s in the lack of interoperability and scalable trust 

mechanisms. Simply  put , companies are reluctant to share data because of the risks and the lack of 

control that it entails. And even when they are willing to do it, they often lack interoperable schemes 

and protocols to exchange data with other companies.  

Solving the barriers of interoperability and trust at scale is the objective of a wide range of measures 

with different degrees of maturity, as illustrated below.  

Option 0 includes no action and maintai ning the baseline scenario. Option 1, 2 and 3 refer to the 

creation of an entity (informal, formal or with legal personality) to support data standardisation. The 

difference lie s in the formal requirements and level of engagement, but the type of initiativ es covered 

are similar in the different options:  

1.3.0.  Sector based data standards , such as those developed within different sectors . This is a 

mature area and falls outside of the scope of the policy intervention, but is added here to 

clearly distinguish it from the following three points  

1.3.1.  Metadata standards on findability and data quality for machine learning , such as those bring 

developed by AboutML  

1.3.2.  Data sharing schema such as iShare, IDSA and IHAN  

1.3.3.  Prioritisation of standardization for data us e across sectors/data spaces (interoperability ) , 

which at the moment is fairly limited but could be similar to the FAIR principles applied 
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beyond science and potentially include data standards, metadata and data sharing 

scheme s.  

In particular, sectoral da ta standards  address how data should be formatted and made available 

to third parties  in order to be fully reusable. This is the most basic issue, related to technological 

interoperability. It is designed to assure that when data are shared, the reuser can  immediately make 

use of them without additional effort and, in the case of open standards, independently from the 

hardware and software used. Data standards have been in place for decades in different sectors, 

they have well defined process for standard s etting and as such they fall beyond the scope of this 

initiative, with the exception of cross -sector standards which is part of the last point.  

Metadata standards  refers to metadata that allow data reuse , both in terms of standardised 

schema for metadata a nd standardised conventions on how to describe individual metadata elements 

(field values), and to  the proper reuse, namely in order to understand the limitations and the origin 

of the data, as well as their purpose of use. This is particularly important w hen it comes to machine 

learning, where the data used as an input directly affect the judgements performed by the algorithm. 

There are many ways to provide this information, from Microsoft datasheet for dataset to Google 

descriptive fiche which includes ma ny criterion precisely designed to make the dataset bias 

transparent and manageable. The AboutML initiative is precisely designed ñto develop, test, and 

implement machine learning system documentation practices at scaleò. 

Data sharing schemes are more comp lex arrangements around data sharing. If data and metadata 

standards are designed to allow data sharing to happen when companies decide to do it, data sharing 

schemes aim to increase their propensity to share. They do so by ensuring data sovereignty of the  

business, reducing the mistrust and reassuring companies about the risks of data sharing ï as well 

as the consent of the individuals. Concretely, this takes the shape of a series of technical 

arrangements  and legal protocols  on top of the data that descri be ñhow to use the dataò, in terms 

of provenance, management of consent of the different parties, purpose and limitations of use, as 

well as tracking of who accessed the datasets for what purposes. Sector -based initiatives such as 

IHAN, iShare and IDS refe rence architecture aim to provide a frictionless and scalable way to create 

multilateral agreements among companies to reuse the data. They basically set up standards on 

protocols to document, manage and track consent (IHAN), on legal agreements about what  data are 

owned, accessed and shared by whom (iShare), on technical architectures that ensure data 

sovereignty at every stage of the data value chain and at every data sharing point, for instance 

through  the  IDS co nn ector . 

Interoperability across sector s  aims to define principles and frameworks for interoperability that 

allow data sharing across sector, including all of the three points above. In this case, the technological 

and legal challenges are far greater, hence the need for more abstract principles t hat can ensure the 

interoperability between the standardization initiative s taking place within the sector, so that they 

do not constitute de facto barriers to cross sectoral data sharing.  

All these initiatives are addressing long standing and well known p roblems. Data sharing is one of 

the oldest issues in computer sciences. To develop a technical format, a metadata scheme or to 

define legal agreements between two companies for sharing data is time consuming but ultimately 

a matter of costs. But the major difference is that to grasp present opportunities data sharing has 

to happen at a scale and speed never seen before . It is entirely another matter when the 

companies involved are tens, hundreds or thousands. These metadata standards, data sharing 

schemes a nd interoperability are designed to enable the scaling up of data sharing beyond bilateral 

relations, allowing for data reuse for the widest set of purposes and for serendipitous innovation. 
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Schemes such as IHAN, iShare and IDSA reference architecture are designed to make these legal 

and technical agreement as much ñplug and playò as possible to facilitate deployment at scale and 

reduce transaction costs.  

In other words, such standards and schemes allow for ñmany- to -manyò network effects in data reuse. 

IDSA  refers explicitly in their white paper to the analogy of peer - to -peer communication. Following 

the analogy, the beneficial effects of the wide adoption of such protocols could be compared to the 

benefits of TCP/IP or HTTP.  

With regard to the stated activi ties, the entity should aim:  

¶ To work with data users to capture, understand and address current and emerging standards 

requirements, and share best practices  

¶ To facilitate an effective method of forming and running collaborative special interest groups and 

new standards initiatives.  

¶ To work with data holders and intermediaries to develop consensus and facilitate interoperability, 

to evolve and integrate data specifications  

¶ To offer a set of guiding principles and guidelines to enhance operational efficiency towards data 

interoperability  

¶ To raise awareness about successful data sharing schemes that can eventually scale -up and 

widely facilitate data sharing  

2.2.2.3.1  Policy Option 0: Baseline scenario -  No horizontal action at EU level  

In the baseline scenari o, no horizontal action is taken at European level on data governance and 

interoperability of common European data spaces and data standardization. Yet, actions may be 

undertaken at national and sectorial level as announced in the European Strategy for Dat a. 141  

This policy option would rely on industry led initiatives such as iShare, AboutML and IDSA, on national 

or sectoral initiatives without any guidance or orchestration at European level. As stated before, the 

traction of these initiatives is only emergi ng and the level of data reuse today remains far below 

optimal.  

2.2.2.3.2  Policy Option 1: Coordination at EU level and soft regulatory measures only  

The first policy option would consist of EU coordination and soft measures, which have been used in 

the area of data  sharing over the past decade. Until present, it is estimated that the impact of 

coordination and soft policy measures is limited. Under this first policy scenario, the European 

Commission would adopt a recommendation or guidelines with no binding power to address the 

different problems identified in section 2. 1.  

The recommendation would suggest to the Member States to set structures in place to support 

processes that can help lower the transaction costs of data sharing. This scenario would also create 

a network of data sharing experts as an informal Expert Group  of the European Commission. This 

group would be tasked with issuing technical guidance for cross -border and cross -sectoral data 

sharing such as o n interoperability issues, generic standards or metadata descriptions.  

2.2.2.3.3  Policy Option 2: Regulatory intervention with low intensity  

The second policy option would consist of creating a European Data Innovation Board. The board 

would be a coordination mech anism at European level that would take the form of a formal Expert 

Group or a scientific committee  set by legislation, hosted by the European Commission. The 

 
141  COM Strategy data  
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functions of the Expert Group would be limited to the general technical guidance on issues related to 

data standards, data specifications, metadata, ontologies or findability.  

2.2.2.3.4  Policy Option 3: Regulatory intervention with high intensity  

The third policy option would consist of a European Data Innovation Board. However, under this 

option the boar d would be an independent European body  with legal personality and supported 

by a secretariat. This body would be inspired by the structure and operational characteristics of 

European Data Protection Board (EDPB). The functions of such board would be of lo w intensity and 

specific mandate for the accreditation of certification schemes for data intermediaries.  

2.2.2.4  Policy options: Establishing a certification framework for data intermediaries  

The table below lists the policy options developed for the domain on ce rtification framework for data 

intermediaries . 

Table 17  -  Policy options Establishing a certification framework for data intermediaries  

Option  Description  

Option 0  Baseline scenario -  No horizontal action at EU level  

Option 1  Coordination at EU level (industry driven self - regulatory certification framework)  

Option 2  Regulatory intervention with low intensity (voluntary certification framework)  

Option 3  Regulatory intervention with high intensity (compulsory certifica tion framework)  

 

2.2.2.4.1  Policy Option 0: Baseline scenario -  No horizontal action at EU level  

In the baseline scenario, no horizontal action is taken at EU level  on regulation of European data 

sharing platforms and interoperability of common European data spaces.  In the current situation, 

there are no specific regulatory and non - regulatory actions taken at the EU level targeting data 

intermediaries or data sharing platforms, and therefore no certification framework established for 

data intermediaries in the Europe an market. However, action may be taken at sectoral or  Member 

State level. This might  lead to further interoperability issues and regulatory fragmentation  in the 

internal market. Cross -sector data sharing will happen only in limited cases between those  common 

European data spaces that have compatible sectoral legislation, standards and  infrastructures. This 

will prevent the EU from reaping the full benefits of cross -sector data  sharing, which account for 20% 

of the bene fits of data sharing in gener al142 . 

   

2.2.2.4.2  Policy Option 1: Coordination at EU level (industry driven self - regulatory certification 

framework)  

As a policy option that aims to  promote coordination at EU level, the European Commission could 

ask private operators, such as representatives of d ata intermediaries  (providers of data sharing 

services)  active in the European market, industry associations  and  certification bodies to create a 

network of data sharing experts as an informal expert group or stakeholder forum of the European 

Commission. This would enable the stakeholders involved to coordinate, exchange and present their 

views and experience on the topic, aiming to align on best practices and the way forward. An outcome 

of these discussions could be the creation of an industry - driven, self - regulatory  code of conduct  

by the stakeholders. 143   This would not be a compulsory regulatory measure but it would remain at 

 
142  Realising the economic potential of machine -generated , non -personal data in the EU, Deloitte Report for 
Vodafone Group, July 2018  
143  Similar to the self - regulatory code of practice on Disinformation, agreed by online data platforms in 2018  
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the choice of the data intermediaries to decide whether they would like to sign it or not. The code of 

conduct could  further  lead t o the development  of  self - regulatory certification  scheme -  by the 

data intermediaries. The certification scheme would include parameters agreed by the industry that 

help bring trust to data intermediaries offering data sharing services in B2B contexts and/ or personal 

data spaces, by ensuring that the certified intermediaries function as ñneutral intermediariesò. These 

could include, among others, rules regarding specified sources of data, the nature of the 

intermediary, its business model and the service of fered, compliance with legislation, cybersecurity 

measures, transparency and non -discrimination in data sharing (non -discrimination might not apply 

for certain type of data, i.e. in cases of criminal activities or poor data quality, but it will be importan t 

to be transparent on that). This industry -driven approach to establish a self - regulatory certification 

framework could entail the finance of a private certification agency, while the government role would 

be limited by participating as an observer or pro viding guidance. Finance from the public sector 

actors for the self - regulatory certification might also be available in the case that it is deemed needed.  

Similar efforts for the establishment of a self - regulatory certification framework are already in place 

at the European and international level, within the MyData Community 144  and the NYU GovLab. In 

particular, a ñself-descriptionò process has been initiated within the MyData Community, targeting 

organisations that have signed the operator interoperabil ity MoU. This is a voluntary, self -description 

process to allow operators how show their services meet the MyData human -centric criteria as 

described in the Understanding MyData Operators white paper 145 :  

¶ to demonstrate alignment with the MyData principles. In the future, the development seems to 

be towards governed ecosystems and thus more neutral operators;  

¶ to describe the systems for personal data management with respect to the MyData operator 

reference model;  

¶ to show that they follow the two c riteria of transparency and the person as the primary 

beneficiary.  

As a result, in July 2019 16 organisations from 12 countries, who are working for human -centric 

approaches to personal data, were awarded the inaugural status of MyData Operator 2020. 146  

Fur thermore, the NYU GovLab has also developed a list of ñTrusted Intermediariesò for data 

collaboration, for third -party actors support collaboration between private -sector data providers and 

data users from the public sector, civil society, or academia. 147  Finally, a certified data pool list is 

available in the frame of Global Data Synchronization Net work (GDSN) for computer systems 

exchanging information through data pools, enabling collaborators to operate based on standards 

that support live data sharing a nd trading updates. 148   

2.2.2.4.3  Policy Option 2: Regulatory intervention with low intensity (voluntary labelling framework)  

A policy option for the low intensity regulatory scenario could entail the adoption of a 

legislative/regulatory measure establishing a volunt ary labelling framework  for novel data 

intermediaries  which would allow them to function as organisers/orchestrators of  data sharing or 

pooling within such spaces and to obtain a label/kitemark /seal . This could be implemented by the 

means of a legislative act  adoption  (regulation or directive) and further developed by a delegated 

act, defining in detail the core criteria and certification requirements, that  should be met by all 

labelled intermediaries in order to demonstrate their neutrality and  absence of conflict of interest, in 

 
144  https://mydata.o rg/about/   
145  https://docs.google.com/document/d/1e3hvYSqsNas8ZWW3HXvq5V9a_H6r0AlpvaCC9HWvvQw/edit   
146  https://mydata.org/2020/07/29/press - release -mydata -ope rator -2020 -status -awarded - to -16 -organisations -
from -around - the -world/  
147  https://datacollaboratives.org/explorer.html?#trusted - intermediary  
148  https://www.gs1.org/services/gdsn/certif ied -data -pools - list   

https://mydata.org/about/
https://docs.google.com/document/d/1e3hvYSqsNas8ZWW3HXvq5V9a_H6r0AlpvaCC9HWvvQw/edit
https://www.gs1.org/services/gdsn/certified-data-pools-list
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particular the absence of competition with data users (providers  of services seeking to use data 

shared by data holders) . The adoption of the legislative act would not alter ïin substantive law -  the 

rights and obligation s of persons and organisations on data, but would establish a structural enabler 

encouraging data sharing through data intermediaries.  The aim would be to lower data sharing 

transaction costs, bring trust among stakeholders in the data sharing market  or po oling within the 

common European data spaces, in light of the current distrust in platform business models and the 

limited brand recognition of the novel services providers that are emerging. The certification criteria 

might  entail soft er  ñneutralityò requirement for B2B data intermediaries providing  data -sharing 

services  addressing business users  and  handling exclusively industrial data (e.g industrial data 

platforms, data marketplaces, trusted third parties, data collaboratives, data trusts, data trusts),  

compared to C2B data intermediaries  or ñpersonal data spacesò, addressing individuals. The 

certification criteria would be stricter for data intermediaries dealing with consumerôs personal data 

(e.g PIMS/PDS, data unions, data trusts, data cooperatives, d ata collaboratives), as neutral operators 

of personal data spaces should limit themselves to data sharing services only and consent 

management (not added value services based on the data) and have fiduciary duties towards the 

individuals  using them . The am bitions for this policy option would entail: a) a quick applicability 

process after the adoption of the legal instrument setting the criteria, b) verification by the data 

permit authorities and  c) strict deadlines for receiving the results of the verificat ion process. The 

potential role of Member States ôs governments to set up the process will have to be examined, in 

line also with the policy options developed under the other domains  of this study, particularly under  

Measures facilitating secondary use of sensitive data held by the public sector , as the handling of the 

application process and the awarding of the  labels/certification would be done by the one -stop shop 

mechanisms set up by Member States which would also handle requests regarding the reuse of  public 

sector data . The certifica tion criteria could include among others :   

¶ Strict notion of function structural separation : Structural separation of data intermediation 

services from both data holders and potential  data users: Data intermediation service s may 

not propose any service building on the data  transacted [alternatives possible: merely legal 

or functional separation];  

¶ Questions of data dominance and ownership as well as f air and non -discriminatory access 

to the data intermediation service for bot h data  holders and data users.  

¶ Data intermediariesô establishment in Europe: P roviders of data sharing services offering 

services to business users shall have  their principle place of business within the European 

Union.  

In terms of international data flows, it is proposed that pro viders of data sharing services need to 

take adequate organisational and legal measures  to prevent that jurisdictional decisions of third 

countries that would require access to data relating t o European companies and individuals would 

take effect without making recourse to mutual legal assistance request that would ensure European 

jurisdictional control over these decisions. In practice this may mean that global players need to 

create legal entiti es in Eur ope that are entirely separated from the corporate structure in the third 

country, including  at the level of ownership (cf. previous collaboration between Microsoft and 

Deutsche Telekom).  In addition to the above, for C2B data intermediaries it is  proposed not to add 

elements to the existing adequacy decision regime of the GDPR.  

2.2.2.4.4  Policy Option 3: Regulatory intervention with high intensity (compulsory certification 

framework)  

A policy option for the high - intensity regulatory scenario could entail th e establishment of a European 

mandatory certification framework  for all types of data intermediaries. Similarly to the previous 

policy option, t his could be implemented by means of a legislative act adoption ( regulation  or 
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directive)  defining hard neutrali ty requirements and criteria to be respected by both B2B and C2B 

data sharing platforms. In this case, the certification would be compulsory for all the data sharing 

platforms in order to ensure the compliance of their activities with the specific provisio ns defined by 

the regulatory measure. Neutral operators of personal data spaces should only offer data sharing 

services and consent management (and no added -value services based on the data), while B2B data 

intermediaries may offer additional data sharing services, but subject to conditions of structurally 

separating data intermediation services from other services. Certification would be awarded by 

private conformity assessment  bodies, based on criteria developed at the European level. Such 

bodies would be  accredited by the European Data Innovation Board.  This policy option  might also 

require, without being necessary, a level of Member Statesô governmental involvement and 

responsibilities (e.g MS to  financially support the private conformity assessment bod ies, provide 

guidance and overseeing  of the certification process).   

Similar efforts to regulate data sharing platforms have been conducted also at the international level 

with particular examples in the US with the adoption of the Data Broker List Act of 2019, 149  in Japan  

with the Release of the Guidelines of Certification Schemes Concerning Fun ctions of Information Trust 

ver. 1.0, 150  only for C2B data intermediaries in both cases, as well as in India. At European level, 

other types of certification frameworks, (including i.a. GDPR certification and cybersecurity 

certification) have been used in the past to ensure trust  in certain mark ets and provide an added -

value to the companies.  

2.3  Assessment of the policy options  

This section  presents the assessment of the policy options per domain s identified in the previous 

section  with regard to their effectiveness, efficiency and coherence and who  will be affected.  

This section  presents our draft assessment of the impacts of all the options, i ncluding the baseline 

scenario.  

The following assessment criteria were agreed on for the assessment of the impacts of the options:  

¶ Effectiveness  in achieving the policy objectives:  

¶ Achievement of specific objectives;  

¶ Achievement of general objectives;  

¶ Efficiency:  

¶ Costs of the option;  

¶ Benefits of the option, including reductions in some of the costs as well as other positive effects 

on (some of) the stakeholders;  

¶ Coherence  of the option.  

¶ Proportionality and legal/political feasibility criteria will be also considered when comparing the 

policy options.  

To the extent poss ible, the assessment is built on quantitative and qualitative information, 

including costs and benefits . For this purpose, we took various data sources into account for the 

assessment of the impacts, including:  

¶ Desk research, including a legal analysis;  

¶ Interviews;  

 
149  https://www.govtrack.us/congress/bills/116/s2342  
150  https://www.meti.go.jp/english/press/2018/0626_002.html  
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¶ Workshop s. 

The aim  was to  collect as comprehensive quantitative data as possible. However, consulted 

stakeholders and pre -existing studies only provided data for some types of costs and benefits. In 

this section , illustrative examples of quanti tative and qualitative feedback from stakeholders with 

regards to costs and benefits of each policy options per domain s have been included.  

2.3.1  Measures facilitating secondary use of sensitive data held by the public sector  

This section assesses the baseline a nd three policy options for Measures facilitating secondary use 

of sensitive data held by the public sector . 

2.3.1.1  Stakeholders affected  

The following table provides an overview of the key stakeholders affected by the possible policy 

options and how:  

Table 18  ï Overview of stakeholders affected by policy options on Measures facilitating 
secondary use of sensitive data held by the public sector  

Who?  How?  

Data holders  Data holders would in essence have a reduced range of tasks to perform when it 
comes to sensitive data reuse. Indeed, a number of functions currently performed by 
(most) data holders would be centralised under both policy options 2 and 3 (the latter 
entail ing a larger number of such tasks that would be centralised). As a result, data 
holders should see a significant reduction in their running costs.  
 

Indirectly, data holders which also serve as decision -making bodies (such as national 
ministries) or which offer public services to citizens (such as in the public healthcare 
sector) would benefit from new insights generated by research reusing sensitive data. 
This could lead to more effective and/or efficient policy -making, and concrete benefits 
in health, suc h as lower costs, higher efficiency, better treatments, and lives saved.  

Data 

intermediary  

In all likelihood, public sector data intermediaries would be the actors taking on the 
role of one -stop shop under policy option 2 or data authorisation body under  policy 
option 3. This will result in increased costs linked to these additional tasks ï although 
ultimately, these costs would be borne by data re -users and/ or by the taxpayer.  

Data 

(re)users  

Data re -users would in essence see their activities facilitat ed under policy options 2 
and 3, since many tasks currently performed by a range of different actors would be 
centralised. As a result, transaction costs associated with having to deal with a range 
of actors would be greatly reduced, resulting in time savi ngs.  
 
In parallel, data re -users would in all likelihood pay for the service performed by either 
the one -stop shop under policy option 2 or the data authorisation body under policy 
option 3. Whether these costs will be lower than costs currently incurred will depend 
on the specific case.  

Society  Overall, society would benefit from greater access and re -use of sensitive data. 
Indeed, new insights generated from research would in theory lead to more effective 
and/or efficient decision -making in a range of domains, including health, social affairs, 
transport, and the environment. In addition, individual citizens will have greater 
control over the re -use of their data through increased transparency . 

 

2.3.1.2  Policy option 0: Baseline  

2.3.1.2.1  Effectiveness in achieving the policy objectives  

This subsection examines the effectiveness of a baseline scenario in achieving the policy objectives.  
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2.3.1.2.1.1  Achievement of specific objectives  

In the absence of EU action, Member States would remain free to take t heir own approach  

with regards to the re -use of data held by public bodies and the use of which is subject to the rights 

of others. Uncertainty with regards to applicable rules and legislation would likely continue in some 

Member States, and only some Memb er States would likely take steps towards interoperability of 

data cross sectors. Yet, over 75% of respondents to the Open Public Consultation on the European 

strategy for data  believe that public authorities should do more to make a broader range of sensi tive 

data available for research. 151  

As a result, it is uncertain whether data held by the public sector and the use of which is 

subject to the rights of others would be generally more available for reuse . Reusers would 

therefore be unable to increase their  use of such data for research and development or new business 

opportunities, while policy -makers would not benefit from improved input to guide their decisions. 

The development of Artificial Intelligence (AI) would not benefit from improved access to data  the 

use of which is subject to the rights of others, and would therefore be impeded.  

Likewise, interoperability issues across sectors and Member States would likely persist , causing 

reusers to continue spending unnecessary time pre -processing (i.e. pseudo nymising and 

anonymising) the data in order to combine it. In the absence of further reuse of their data, data 

holders would have no incentive to ensure their data is of the highest possible quality and 

accuracy. Fragmentation as regards access to, and com bination of data of sufficient quality would 

continue. Thus, imbalances would persist between reusers with the resources to overcome these 

issues and reusers without such resources.  

Citizens wishing to exercise their rights under the GDPR  ï for instance, retracting their consent 

for their data to be reused ï would continue facing opaque and/or  cumbersome  procedures for 

doing so in some Member States, with potentially negative consequences for fundamental rights 

and for trust  in reuse of data the use of whi ch is subject to the rights of others (and thus in common 

European data spaces).  

This all results in a limited positive  economic impact  overall, particularly in terms of :  

¶ Time and resources spent by data re -users as a result of these issues;  

¶ Duplication of time and resources spent by some data holders to provide data the use of which 

is subject to the rights of others ; and  

¶ Absence of gains due to increased re -use of data,  increased innovation and new business 

opportunities (and therefore growth and competitiveness), and potentially better economic 

policies.  

Furthermore, the absence of better policies resulting from better information would limit the 

potential for positive  social and environmental impacts . This  would be compounded by the 

duplication of re -use mechanisms for data the use of which is subject to the rights of others existing 

within a single Member State ï resulting in a duplication of energy - intensive IT infras tructures 

enabling such reuse.  

2.3.1.2.1.2  Achievement of general objectives  

Absence of EU action would not contribute to setting the foundations of a Single Market for Data, 

since Member States would set their own policies. While the data economy of some Member State s 

 
151  European Commission, Summary report of the public consultation on the European strategy for data. See: 
https://ec.europa.eu/digital -single -market/en/new s/summary - report -public -consultation -european -strategy -
data  

https://ec.europa.eu/digital-single-market/en/news/summary-report-public-consultation-european-strategy-data
https://ec.europa.eu/digital-single-market/en/news/summary-report-public-consultation-european-strategy-data



















































































































































































































































































































































































































































































































































































































































































































