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#### Abstract

This paper discusses how to model and forecast a vector of time series sampled at different frequencies. To this end we first study how aggregation over time affects both, the dynamic components of a time series and their observability, in a multivariate linear framework. We find that the basic dynamic components remain unchanged but some of them, mainly those related to the seasonal structure, become unobservable. Building on these results, we propose a structured method to specify an observable high-frequency model, on the basis of the low-frequency sample properties. It is based on the idea that the models relating the variables in high and low sampling frequencies should be mutually consistent. After determining an observable and consistent initial specification, standard state-space techniques provide an adequate framework for estimation, diagnostic checking, data interpolation and forecasting. Our method has three main uses. First, it is useful to disaggregate a vector of low-frequency time series into high-frequency estimates coherent with both, the sample information and its statistical properties. Second, it improves forecasting of the low-frequency variables, as the forecasts conditional to high-frequency indicators have in general smaller error variances than those conditional to the corresponding low-frequency values. Third, forecasts for the low-frequency variables may be updated as new high-frequency values become available, thus providing an effective tool to assess the effect of new information over medium term expectations. An example using quarterly and annual national accounting data illustrates its application.
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## 1. INTRODUCTION.

In this paper we discuss how to build a model combining time series sampled at different frequencies. To avoid cumbersome wordings, we will refer to the low-frequency variables as 'annual' and to the high-frequency variables as 'quarterly'. The results however are valid for any combination of sampling frequencies.

The need for building such a model arises in two main situations:

1) An organization may be sampling quarterly and annual data for several variables. To make a clear presentation to statistically unsophisticated users, it wants to obtain estimates for the unobserved quarterly values using all available (aggregated and disaggregated) information.
2) An important time series is measured once per year, but indicators about its performance are sampled quarterly. To assess the evolution of the target variable, one wants to: (a) compute a quarterly indicator of its fluctuations, and (b) forecast its annual value, exploiting in both cases the information in the quarterly indicators.

These needs arise in different frameworks. For example, a statistical agency may want to disaggregate, monitor and forecast annual GDP using quarterly indicators. An analogous problem called 'rainfall disaggregation' arises in hydraulic resources management, where high-frequency rainfall data should be inferred from low-frequency records, see e.g., Onof et al. (2000).

These problems can be addressed by a variety of methods. We will focus in model-based approaches, which require a statistical model relating the target annual time series with quarterly indicators. In this framework, several relevant questions arise: How could one specify a quarterly model on the basis of a mixture of quarterly and annual data? How could such model be estimated? How to compute within-the-sample estimates of the unobserved quarterly values? How to forecast the annual variables exploiting the quarterly information available? All these issues, except the first, have been effectively addressed by the state-space (SS) literature.

Estimation of linear models in SS form can be done by maximizing the gaussian likelihood in prediction error decomposition form, using the Kalman filter to compute the conditional moments required. The literature provides analytical expressions for the likelihood function, its derivatives and the corresponding information matrix (Terceiro 1990, Chapter 2) thus solving the basic needs of estimation and hypotheses testing. Building on these results, it is easy to modify the observation
equation of the SS model to accommodate data observed with aggregation constraints (Ansley and Kohn 1983; Harvey and Pierse 1984; Terceiro 1990, Chapter 5).

After estimating the quarterly model one typically wants to estimate the unobserved quarterly values, efficiently employing all the information in the sample. These estimates will be interpolations or extrapolations depending whether the values to be estimates are within-the-sample or out-ofsample. A SS algorithm known as fixed-interval smoother (Anderson and Moore 1979) addresses both needs.

Therefore, in a SS framework only the specification problem remains to be solved. Most current model-based methods assume an ad-hoc quarterly relationship between the target variable and the indicator(s) that is a particular case of:

$$
\begin{equation*}
y_{t}=\boldsymbol{x}_{t}^{T} \boldsymbol{\beta}+\varepsilon_{t} ; \quad \varepsilon_{t}=\frac{1}{\left(1-\varphi_{1} B\right)\left(1-\varphi_{2} B\right)} a_{t} \tag{1.1}
\end{equation*}
$$

where $y_{t}$ denotes the target variable, $\boldsymbol{x}_{\boldsymbol{t}}$ is a vector of indicators, $a_{t} \sim \operatorname{iid}\left(0, \sigma_{a}^{2}\right)$, and $B$ denotes the backshift operator, such that for any sequence $w_{t}: B^{k} w_{t}=w_{t-k}, k=0, \pm 1, \pm 2, \ldots$

Table 1 summarizes the restrictions assumed by different authors. All these procedures: (a) impose a static linear relationship between the indicator (cause) and the target variable (effect), (b) assume different orders of integration for the variables, in some cases implying cointegration between the indicator and the target variable, and (c) include no seasonal factors so, either seasonality has been removed beforehand, or it is a common feature between $y_{t}$ and $\boldsymbol{x}_{\boldsymbol{t}}$, such that the linear combination $y_{t}-\boldsymbol{x}_{\boldsymbol{t}}^{T} \boldsymbol{\beta}$ has no seasonal structure.

## [Insert Table 1]

When looking at these widely different structures it is natural to ask: how would a specification error affect the resulting disaggregates and forecasts? As time series interpolation and forecasting are particular cases of the same basic inference problem, a natural answer to this question arises by analogy: disaggregates computed using model (1.1) instead of the true data generating process (or a good approximation) will have in general the same flaws as the forecasts computed with (1.1) in comparison with optimal forecasts.

In this paper we implement a SS approach to model, interpolate and forecast a vector of time series observed at different frequencies. Specification is based on the idea that quarterly and annual
models should be mutually consistent, given the aggregation constraint. Enforcing this consistency and imposing observability on the quarterly data model is enough to determine a useful initial specification, to be estimated and tested using standard statistical techniques.

The structure of the paper is as follows. In Section 2 we analyze the effect of aggregation on the dynamics of a linear system and its forecasting power. We find that: (a) the system dynamics is not altered by aggregation, but (b) components become unobservable and (c) the ability of the model to predict annual values deteriorates. Section 3 characterizes which components become unobservable after aggregation and, combining this result with those in Section 2, defines an algorithm to derive the annual model corresponding to a general quarterly representation. In Section 4 we discuss how to specify an observable model for the quarterly values, building on a previously fitted annual model. This discussion results in a structured model-building procedure which practical application and advantages are illustrated in Section 5, using the annual time series of Value Added by Industry in Spain and a quarterly Production Index. Section 6 provides some concluding remarks and indicates how to obtain, via Internet, a MATLAB toolbox for time series modeling, which implements all the computational procedures required. Finally, Appendices A-D provide mathematical proofs of formal results.

## 2. THE EFFECT OF AGGREGATION ON THE DYNAMICS AND FORECASTING ACCURACY OF A TIME SERIES MODEL

Let $\boldsymbol{z}_{\boldsymbol{t}}$ be an $m \times 1$ random vector of quarterly values. Without loss of generality (Casals, Sotoca and Jerez 1999, Theorem 1) we will assume that these values are the observable output of a steadystate innovations SS model (hereafter, innovations model):

$$
\begin{align*}
& \boldsymbol{x}_{t+1}=\boldsymbol{\Phi} \boldsymbol{x}_{t}+\Gamma u_{t}+\mathbf{E} \boldsymbol{a}_{t}  \tag{2.1}\\
& z_{t}=\boldsymbol{H} \boldsymbol{x}_{t}+D u_{t}+a_{t} \tag{2.2}
\end{align*}
$$

where:
$\boldsymbol{x}_{\boldsymbol{t}} \quad$ is a $n \times 1$ vector of state variables or dynamic components,
$\boldsymbol{u}_{t}$ is a $r \mathrm{xl}$ vector of exogenous indicators,
$\boldsymbol{a}_{t} \quad$ is a $m \times 1$ vector of errors, such that $\boldsymbol{a}_{t} \sim \operatorname{iid}(\mathbf{0}, \boldsymbol{Q})$.

We will also assume that model (2.1)-(2.2) is minimal. This is a non-restrictive hypothesis meaning that $n$ is the smallest number of states required to describe the system dynamics.

### 2.1. The quarterly model in stacked form.

It is difficult to discuss aggregation using model (2.1)-(2.2). To this end, it is more convenient the following 'stacked' representation. Let $S$ be the seasonal frequency, defined as the number of high-frequency sampling periods (quarters) yielding a single low-frequency (annual) observation. Consider the stacked signal, indicator and error vectors:

$$
z_{t:+S-1}=\left[\begin{array}{c}
z_{t}  \tag{2.3}\\
z_{t+1} \\
\vdots \\
z_{t+S-1}
\end{array}\right] ; \boldsymbol{u}_{t: t+S-1}=\left[\begin{array}{c}
\boldsymbol{u}_{t} \\
\boldsymbol{u}_{t+1} \\
\vdots \\
\boldsymbol{u}_{t+S-1}
\end{array}\right] ; \boldsymbol{a}_{t: t+S-1}=\left[\begin{array}{c}
\boldsymbol{a}_{t} \\
\boldsymbol{a}_{t+1} \\
\vdots \\
\boldsymbol{a}_{t+S-1}
\end{array}\right]
$$

Without loss of generality we will assume that the aggregation period coincides with the seasonal frequency, so the stacked vectors in (2.3) include all the values subject to aggregation. Under these conditions, the following Proposition holds:

Proposition 1. Model (2.1)-(2.2) can be written equivalently as:

$$
\begin{align*}
& x_{T+1}=\overline{\boldsymbol{\Phi}} \boldsymbol{x}_{T}+\bar{\Gamma} u_{t: t+S-1}+\overline{\mathbf{E}} \boldsymbol{a}_{t: t+S-1}  \tag{2.4}\\
& z_{t: t+S-1}=\overline{\boldsymbol{H}} \boldsymbol{x}_{T}+\overline{\boldsymbol{D}} \boldsymbol{u}_{t: t+S-1}+\overline{\boldsymbol{C}} \boldsymbol{a}_{t: t+S-1} \tag{2.5}
\end{align*}
$$

where the index $T$ refers to the aggregated (annual) time unit, $\boldsymbol{x}_{T+1}=\boldsymbol{x}_{t+S}, \boldsymbol{x}_{T}=\boldsymbol{x}_{t}$, $\boldsymbol{a}_{t: t+S-1} \sim \operatorname{iid}(\mathbf{0}, \overline{\boldsymbol{Q}})$ and the matrices in (2.4)-(2.5) are related to those in (2.1)-(2.2) by the following expressions:

$$
\begin{align*}
& \overline{\boldsymbol{\Phi}}=\boldsymbol{\Phi}^{S} ; \overline{\boldsymbol{\Gamma}}=\left[\boldsymbol{\Phi}^{S-1} \boldsymbol{\Gamma}, \boldsymbol{\Phi}^{S-2} \boldsymbol{\Gamma}, \ldots, \boldsymbol{\Gamma}\right] ; \overline{\boldsymbol{E}}=\left[\boldsymbol{\Phi}^{S-1} \boldsymbol{E}, \boldsymbol{\Phi}^{S-2} \boldsymbol{E}, \ldots, \boldsymbol{E}\right]  \tag{2.6}\\
& \overline{\boldsymbol{H}}=\left[\begin{array}{c}
\boldsymbol{H} \\
\boldsymbol{H} \boldsymbol{\Phi} \\
\vdots \\
\boldsymbol{H} \boldsymbol{\Phi}^{S-1}
\end{array}\right] ; \overline{\boldsymbol{D}}=\left[\begin{array}{cccc}
\boldsymbol{D} & \mathbf{0} & \ldots & \mathbf{0} \\
\boldsymbol{H} \Gamma & \boldsymbol{D} & \ldots & \mathbf{0} \\
\vdots & \vdots & \ddots & \vdots \\
\boldsymbol{H} \boldsymbol{\Phi}^{S-2} \boldsymbol{\Gamma} & \boldsymbol{H} \boldsymbol{\Phi}^{S-3} \boldsymbol{\Gamma} & \ldots & \boldsymbol{D}
\end{array}\right] ;  \tag{2.7}\\
& \overline{\boldsymbol{C}}=\left[\begin{array}{cccc}
\boldsymbol{I} & \mathbf{0} & \ldots & \mathbf{0} \\
\boldsymbol{H} \boldsymbol{E} & \boldsymbol{I} & \ldots & \mathbf{0} \\
\vdots & \vdots & \ddots & \vdots \\
\boldsymbol{H} \boldsymbol{\Phi}^{S-2} \boldsymbol{E} & \boldsymbol{H} \boldsymbol{\Phi}^{S-3} \boldsymbol{E} & \ldots & \boldsymbol{I}
\end{array}\right] ; \overline{\boldsymbol{Q}}=\boldsymbol{I} \otimes \boldsymbol{Q}
\end{align*}
$$

Proof. Equation (2.5) is obtained by successively substituting (2.1) in (2.2) and writing the resulting system in matrix form. On the other hand (2.4) is immediately obtained by propagating (2.1) from $t$ to $t+S$.

### 2.2. Aggregation relationships.

Assume now the aggregation relationships:

$$
\begin{align*}
& z_{T}^{A}=J^{A} z_{t: t+S-1}  \tag{2.8}\\
& z_{T}^{P}=J^{P} z_{t: t+S-1} \tag{2.9}
\end{align*}
$$

where $z_{T}^{A}$ and $z_{T}^{P}$ denote, respectively, the vectors of annual and partially aggregated data observed at year $T$, including the quarterly values at $t, t+1, \ldots, t+S-1$. By 'partially aggregated data' we mean a sample combining all the observed annual and quarterly values.

Note also that there always exists an aggregation relationship between the annual and partially aggregated series, see Lütkepohl (1987, Chapter 6):

$$
\begin{equation*}
z_{T}^{A}=J^{*} z_{T}^{P} \tag{2.10}
\end{equation*}
$$

where (2.8)-(2.10) imply: $\boldsymbol{J}^{*} \boldsymbol{J}^{\boldsymbol{P}}=\boldsymbol{J}^{\boldsymbol{A}}$.
The structure of the aggregation matrices in (2.8), (2.9) and (2.10) obviously depends on the aggregation constraints and the nature of the variables. Following Di Fonzo (1990), there are four basic types of quarterly variables: flows, indices, beginning-of-period stocks or end-of-period stocks. Accordingly, the annual samples will be sums of quarterly values, averages or discrete beginning-of-period/end-of-period values. The following examples illustrate some common aggregation structures:

Example 2.1: If all the variables considered are flows then $\boldsymbol{J}^{\boldsymbol{A}}=[\boldsymbol{I}, \boldsymbol{I}, \ldots, I]$, meaning that each annual figure is the sum of the corresponding quarterly values. On the other hand, $\boldsymbol{J}^{\boldsymbol{A}}=[\boldsymbol{0}, \boldsymbol{0}, \ldots, \boldsymbol{I}]$ implies that the variables are end-of-period stocks, such that $\boldsymbol{z}_{\boldsymbol{t}+\boldsymbol{-}, \boldsymbol{I}}$ is observed while the corresponding values at $t, t^{+1}, \ldots, t+S-2$ are not.

Example 2.2: Assume that the first $m_{1}$ variables in $\boldsymbol{z}_{t: t+S-1}$, see (2.3), are annual flows, while the remaining $m_{2}$ variables $\left(m_{1}+m_{2}=m\right)$ are quarterly values. In this case the partial aggregation matrix would be:

$$
\left[\left(m_{1}+S \cdot m_{2}\right) \times\left(S \cdot m_{1}+S \cdot m_{2}\right)\right]=\left[\begin{array}{cccccc}
\boldsymbol{I}_{\boldsymbol{m}_{\boldsymbol{1}}} & \mathbf{0} & \boldsymbol{I}_{\boldsymbol{m}_{\boldsymbol{l}}} & \mathbf{0} & \cdots & \mathbf{0}  \tag{2.12}\\
\mathbf{0} & \boldsymbol{I}_{\boldsymbol{m}_{2}} & \mathbf{0} & \mathbf{0} & \cdots & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{0} & \boldsymbol{I}_{\boldsymbol{m}_{2}} & \cdots & \mathbf{0} \\
\vdots & \vdots & \vdots & \vdots & \ddots & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0} & \cdots & \boldsymbol{I}_{\boldsymbol{m}_{2}}
\end{array}\right]
$$

where $\boldsymbol{I}_{\boldsymbol{m}}$ is the $m \times m$ identity and the vectors of quarterly and partially observed values have the following structures:

$$
\left.\left[\left(S \cdot m_{1}+S \cdot m_{2}\right) \times 1\right]=\left[\begin{array}{c}
z_{t}^{m_{1}}  \tag{2.13}\\
z_{t}^{m_{2}} \\
z_{t+1}^{m_{1}} \\
z_{t+1}^{m_{2}} \\
\vdots \\
z_{t+S-1}^{m_{1}} \\
z_{t+S-1}^{m_{1}}
\end{array}\right] ; \begin{array}{c} 
\\
{\left[\left(m_{1}+S \cdot m_{2}\right) \times 1\right]}
\end{array}\right]=\left[\begin{array}{c}
z_{t}^{m_{1}}+z_{t+1}^{m_{1}}+\ldots+z_{t+S-1}^{m_{1}} \\
z_{t}^{m_{2}} \\
z_{t+1}^{m_{2}} \\
\vdots \\
z_{t+S-1}^{m_{2}}
\end{array}\right]
$$

Example 2.3: Assuming again that all the variables are flows, the aggregation matrix $\boldsymbol{J}^{*}$ in (2.10), transforming partially aggregated values into annual values, would be:

$$
\left[\left(m_{1}+m_{2}\right) \times\left(m_{1}+S \cdot m_{2}\right)\right]\left[\begin{array}{ccccc}
\boldsymbol{J}^{*}
\end{array}=\left[\begin{array}{ccccc}
\boldsymbol{m}_{\boldsymbol{m}} & \mathbf{0} & \mathbf{0} & \cdots & \mathbf{0}  \tag{2.11}\\
\mathbf{0} & \boldsymbol{I}_{\boldsymbol{m}_{\boldsymbol{2}}} & \boldsymbol{I}_{\boldsymbol{m}_{\boldsymbol{2}}} & \cdots & \boldsymbol{I}_{\boldsymbol{m}_{2}}
\end{array}\right]\right.
$$

### 2.3. Relationship between the quarterly, annual and partially aggregated models.

Under the previously stated conditions, the following result formalizes the relationship between the quarterly data model in the form (2.4)-(2.5) and the corresponding models for the annual and partially observed values:

Proposition 2. The models for $z_{T}^{A}$ and $z_{T}^{P}$ have the state equation (2.4) with the observation equations:

$$
\begin{align*}
& z_{T}^{A}=\boldsymbol{H}^{A} \boldsymbol{x}_{T}+\boldsymbol{D}^{A} \boldsymbol{u}_{t: t+S-1}+\boldsymbol{C}^{A} \boldsymbol{a}_{t: t+S-1}  \tag{2.14}\\
& \boldsymbol{z}_{T}^{P}=\boldsymbol{H}^{P} \boldsymbol{x}_{\boldsymbol{T}}+\boldsymbol{D}^{P} \boldsymbol{u}_{t: t+S-1}+\boldsymbol{C}^{P} \boldsymbol{a}_{t: t+S-1} \tag{2.15}
\end{align*}
$$

with:

$$
\begin{align*}
& \boldsymbol{H}^{A}=J^{A} \overline{\boldsymbol{H}} ; \boldsymbol{D}^{A}=\boldsymbol{J}^{A} \overline{\boldsymbol{D}} ; \boldsymbol{C}^{A}=J^{A} \overline{\boldsymbol{C}}  \tag{2.16}\\
& \boldsymbol{H}^{P}=\boldsymbol{J}^{P} \overline{\boldsymbol{H}} ; \boldsymbol{D}^{P}=\boldsymbol{J}^{P} \overline{\boldsymbol{D}} ; \boldsymbol{C}^{P}=\boldsymbol{J}^{P} \overline{\boldsymbol{C}} \tag{2.17}
\end{align*}
$$

Proof. Trivial, as pre-multiplying (2.5) by $\boldsymbol{J}^{\boldsymbol{A}}$ and $\boldsymbol{J}^{\boldsymbol{P}}$ immediately yields (2.14) and (2.15) respectively.

As a Corollary to Proposition 2, note that the observer of $z_{T}^{A}$ can be alternatively obtained by aggregation of $\boldsymbol{z}_{T}^{P}$. Pre-multiplying (2.15) by $\boldsymbol{J}^{*}$ yields:

$$
\begin{equation*}
\boldsymbol{z}_{T}^{A}=\boldsymbol{J}^{*} z_{T}^{P}=\boldsymbol{J}^{*} \boldsymbol{H}^{P} \boldsymbol{x}_{\boldsymbol{T}}+\boldsymbol{J}^{*} \boldsymbol{D}^{P} \boldsymbol{u}_{t: t+S-1}+\boldsymbol{J}^{*} \boldsymbol{C}^{P} \boldsymbol{a}_{t: t+S-1} \tag{2.18}
\end{equation*}
$$

### 2.4. The effect of aggregation on predictive accuracy.

The following Proposition states that a model efficiently combining annual and quarterly data may provide better forecasts for the annual values than a model using only annual data.

Proposition 3. The forecast error variance of the annual model, given by (2.4) and (2.14), is greater or equal than the error variance of the annual forecasts computed by:

Case 1) aggregation of the forecasts for $z_{t}$ derived from the quarterly model (2.4)-(2.5) and

Case 2) aggregation of the forecasts for $z_{T}^{P}$ derived from the partially aggregated model (2.4) and (2.15).

Proof: See Appendix C.

Proposition 3 compares the ability of three models to predict the observable annual values. These are: (a) the model for the annual sample, (b) the 'true' quarterly data generating process, and (c) the model for the partially aggregated sample. Assuming that these models are mutually consistent, given the aggregation constraint, model (b) would provide optimal forecasts, but cannot be empirically specified. Model (a) can be specified by standard methods, but cannot predict better than (b) or (c). Finally, model (c) can be inferred from data using, e.g. the method defined in Section 3 , and may provide better forecasts than model (a). It is also more flexible, as it has the ability to update the annual forecast as new quarterly information becomes available.

Proposition 3 generalizes previous results. Wei (1978) gave a proof of Proposition 3, Case 1) in the univariate case, also showing that the loss in forecasting efficiency due to aggregation can be substantial if the nonseasonal component of the model is nonstationary. Conversely, there is no loss in efficiency if the quarterly model is a pure seasonal process. Lütkepohl (1987) also discussed Case 1) in a multivariate stationary framework.

## 3. THE EFFECT OF AGGREGATION ON THE OBSERVABILITY OF A TIME SERIES MODEL

### 3.1. Characterization of the modes that become unobservable after aggregation.

As shown in Section 2, the models for quarterly, annual and partially aggregated data share the state equation (2.4). Therefore, aggregation does not affect the states governing a dynamic system, but may reduce its observability. Comparing the observation equations (2.5) and (2.14)-(2.15) it is immediate to see that observability loss occurs in two ways: (a) the quarterly observer (2.5) has more observable signals than the aggregated observers (2.14)-(2.15), and (b) the matrices in (2.14)-(2.15) are non-linear functions of the matrices in (2.5), potentially decreasing the observability of some states.

To further discuss this issue, we will particularize the general concept of observability (Anderson and Moore 1979, Appendix C) to the models and notation defined in Section 2.

Definition 1 (observability in the quarterly model). All the components in the quarterly model (2.1)-(2.2) are said to be observable i.i.f. there is no real vector $\boldsymbol{w} \neq \mathbf{0}$, with $\boldsymbol{\Phi} \boldsymbol{w}=\lambda \boldsymbol{w}$ such that $\boldsymbol{H} \boldsymbol{w}=\mathbf{0}$, where $\lambda$ is the eigenvalue associated to the eigenvector $\boldsymbol{w}$.

Definition 2 (unobservable modes in the annual model). Assuming that the variables are flows, so $\boldsymbol{J}^{\boldsymbol{A}}=[\boldsymbol{I}, \boldsymbol{I}, \ldots, \boldsymbol{I}]$, the annual model (2.4) and (2.14) has unobservable modes i.i.f. there exists a vector $\boldsymbol{w} \neq \mathbf{0}$, with $\boldsymbol{\Phi}^{s} \boldsymbol{w}=\lambda \boldsymbol{w}$ such that $\boldsymbol{H}^{\boldsymbol{4}} \boldsymbol{w}=\mathbf{0}$ or, equivalently, $\boldsymbol{H} \sum_{i=0}^{s-1} \boldsymbol{\Phi}^{i} \boldsymbol{w}=\mathbf{0}$, see (2.6)-(2.7) and (2.16).

Under these conditions, Theorem 1 characterizes what components of the quarterly model become unobservable after annual aggregation.

Theorem 1 (loss of observability in the annual model). Assuming that the quarterly model (2.1)-(2.2) is observable, the annual model (2.4) and (2.14) may include unobservable modes in any of the following cases:

Case 1) when the annual variables are flows, such that $\boldsymbol{J}^{\boldsymbol{A}}=[\boldsymbol{I}, \boldsymbol{I}, \ldots, \boldsymbol{I}]$, if there exists an eigenvalue of $\Phi, \lambda$, such that: $1+\lambda+\lambda^{2}+\ldots+\lambda^{S-1}=0$

Case 2) There exists a subset of $k$ eigenvalues of $\Phi$, denoted by $\lambda_{k}(\Phi)$, such that for any pair $\lambda_{i}, \lambda_{j} \in \lambda_{k}(\Phi), \lambda_{i} \neq \lambda_{j}$, it holds that: $\lambda_{i}^{S}=\lambda_{j}^{S}$

Case 3) $\Phi$ has a $k x k$ Jordan block with null eigenvalues, such that the geometric multiplicity of this block grows with its $S$-th order power.

Proof: See Appendix A.

Theorem 1 characterizes the situation where some modes of the quarterly model, associated to different transition eigenvalues, collapse to a smaller number of modes in the annual model. Consider, e.g., a quarterly univariate model where all the dynamics of a flow variable are given by a seasonal difference $\nabla_{S}=(1-B)\left(1+B+B^{2}+\ldots+B^{S-1}\right)$. Case 1) implies that, after aggregation, this structure is indistinguishable from a nonseasonal difference $\nabla=(1-B)$. Then observability of $S$-1 dynamic components of the quarterly model is lost and the dynamics of the corresponding annual model simplify accordingly.

Under Case 2), aggregation reduces the number of system modes, while maintaining the dimension of the state vector. The number of unobservable modes is $k-\operatorname{rank}(\boldsymbol{H} \cdot \boldsymbol{W})$, where $k$ is the number of elements in $\lambda_{k}(\Phi)$ and $\boldsymbol{W}$ is a matrix whose columns are the eigenvectors $\boldsymbol{w}_{\boldsymbol{i}}, i=1,2, \ldots, k$ that generate the $k$-order subspace $\boldsymbol{S}_{\boldsymbol{k}}$. In the univariate case aggregation keeps only one mode, which corresponds with the larger Jordan block. In the multivariate case the reduction in the number of modes depends on how they affect the different observable time series so, in this case: a) there is no way to compute a priori how many modes will become unobservable, but b) the maximum number of unobservable modes is $k-1$.

Case 3) occurs when the seasonal structure is a pure moving average. In this situation a systematic rule for mode elimination only exists in the univariate case, where there are $1+[(k-1) / S]$ distinguishable modes, being [] the integer part operator and $k$ the dimension of the corresponding Jordan block.

Two important works connected with Theorem 1 are those of Stram and Wei (1986) and Wei and Stram (1990). Specifically, the loss of observability has a clear relationship with the concept of 'hidden periodicity' defined by Stram and Wei (1986, Definition 4.1) for univariate models. In a univariate framework, Case 2) of Theorem 1 is equivalent to hidden periodicity because aggregation creates undistinguishable modes that affect a single time series. However, in the multivariate case
hidden periodicity not always implies loss of observability; consider e.g., the situation where two modes with hidden periodicity affect two different time series. Also, the mode elimination rules discussed for cases 2) and 3) are coherent, in the univariate case, with Stram and Wei (1986, Theorems 4.1 and 3.1).

After discussing the effect of aggregation over the quarterly model dynamics and its observability, it is important to characterize the uniqueness of the correspondence between the models for disaggregated and aggregated data. This is done in the following Theorem.

Theorem 2 (correspondence between quarterly and annual models). If the quarterly model (2.4)-(2.5) is minimal and all its components are observable from annual data, then the annual model (2.4) and (2.14) is unique, allowing for similar transformations, minimal and observable.

Proof: See Appendix B. Note that in the last part of the proof we have assumed that the annual variables are flows. Theorem 2 also holds for stock variables, but we do not have a proof for a general aggregation matrix.

The reciprocal proposition is not true in general. There are minimal and observable annual models that necessary correspond to quarterly models with unobservable components. Assume e.g., that the model for annual data is an $\operatorname{AR}(1)$ with a negative parameter and that the seasonal frequency $S$ is even. In this case, there is no high-frequency ARMA(1,1) process that adds to the annual $\operatorname{AR}(1)$ model because the $S$-th power of the transition matrix will always be positive, see (2.6). This result is closely related to Lemma 2 in Wei and Stram (1990).

### 3.2. Observability and fixed-interval smoothing.

Observability of a state obviously affects our ability to estimate it. In a SS framework, the method of choice for efficient state estimation is the fixed-interval smoother (Anderson and Moore 1979), which is a two-sided symmetric filter providing estimates of the first and second-order moments of the states conditional on all the information in the sample. The uncertainty of smoothed estimates critically depends on a property called "detectability".

Definition 3 (detectability). A system is said to be detectable if their unobservable modes are stationary.

Under these conditions, the following result characterizes the effect of undetectable modes on smoothed estimates.

Proposition 4. The variance of fixed-interval smoothing estimates of the states in models (2.4) and (2.14) or (2.15) is finite if and only if all the states are detectable.

Proof: See Appendix D.

In time series disaggregation smoothing is typically employed to estimate the unobserved quarterly values. Therefore detectability is a necessary and sufficient condition to estimate these values with bounded uncertainty while observability is a sufficient (not necessary) condition.

In time series disaggregation infinite smoothed variances would arise, for example, when the target variables are flows and their quarterly model includes seasonal roots in the unit circle. In this case the aggregated model has undetectable components and the variances of the estimates of seasonal components would be infinite. In practice this means that the annual series does not contain information about seasonal components and, therefore, if the quarterly indicators have seasonal component, it is advisable to remove them before disaggregation.

### 3.3. An algorithm to obtain the annual representation corresponding to a quarterly model.

Combining Propositions 1 and 2 with Theorem 1 and other results from the SS literature, one can devise an algorithm to obtain the reduced-form model for a vector of annual data corresponding to any linear model for the quarterly values, allowing for a general aggregation constraint. This algorithm proceeds as follows:

Step 1) Consider any linear and fixed-coefficients model for the quarterly data. Write the model in the innovations form (2.1)-(2.2). If the model can be written in VARMAX form, this can be done using the expressions given by Terceiro (1990, Section 2.1). In any other case, write the model in a general (non-innovations) state-space form and obtain the equivalent innovations representation (Casals, Sotoca and Jerez 1999, Theorem 1).

Step 2) Obtain the equivalent quarterly representation (2.4)-(2.5) and the annual representation (2.4) and (2.14).

Step 3) If the annual representation is not observable, reduce (2.4) and (2.14) to an equivalent minimal SS realization, applying, for instance, the staircase algorithm (Rosenbrock 1970).

Step 4) Transform the model obtained in Step 3) to the corresponding innovations form (Casals, Sotoca and Jerez 1999, Theorem 1).

Step 5) If required, transform the innovations model to the Luenberger observable canonical form (Petkov et al. 1991). Translation from this form to other common representations, such as VARMAX, is then straightforward.

Tables 2.a and 2.b shows the aggregation of several univariate and bivariate models, illustrating the application of this algorithm and some previous results. Specifically:

1) Models \# 1-3 are examples of the observability loss described in Theorem 1 cases 1), 2) and 3), respectively. In particular, aggregation of model 1 shows how a seasonal difference collapses to a nonseasonal unit root. This result is coherent with Granger and Siklos (1990) and Stram and Wei (1986a).
2) Models \# 1, 4, 5 and 7-11 show that aggregation does not affect the number of unit roots in a time series, so $\mathrm{I}(0), \mathrm{I}(1)$ or $\mathrm{I}(2)$ quarterly flows yield $\mathrm{I}(0), \mathrm{I}(1)$ or $\mathrm{I}(2)$ annual aggregates. A straightforward implication of this is that, if the quarterly variables are cointegrated, the annual aggregates will be also cointegrated. This is consistent with the findings of Pierse and Snell (1995), Granger (1990) and Marcellino (1999).
3) Models \# 4-5 assume that the quarterly variables have both, regular and seasonal unit roots. In this case, often found when analyzing seasonal data, the corresponding annual model has two unit roots. This suggests that many annual variables should be $\mathrm{I}(2)$ while, in practice, annual models are often specified with a single unit root. This apparent contradiction is easy to explain because aggregation may induce a MA root close to unity, see e.g. model \#5, therefore compensating an AR unit root.
4) Aggregation induces additional MA structure and maintains the order of the stationary AR structure (allowing for observability loss) and typically reducing its persistency. Models \# 2 and 8 are clear examples of this. This result is consistent in the univariate case with Amemiya and Wu (1972), Wei (1978) and Stram and Wei (1986a). In the multivariate stationary case, it is consistent with the findings of Lütkepohl (1987, Chap. 4 and 6) and Marcellino (1999).
5) Models \# 8-11 show that, if there is feedback in the quarterly frequency, there is feedback in the annual frequency.
6) Model \# 6 shows the annual model corresponding to a quarterly Chow-Lin AR(1) regression. Therefore, this method is empirically justified only if the annual model relating the target variable and the indicator is a static regression with $\operatorname{ARMA}(1,1)$ errors.
7) Models \# 7 and 11 show that the algorithm is not restricted to VARMAX or transfer functions, as it can be applied to structural time series models (Harvey, 1989) and VARMAX echelon models. In general, it supports any model with an equivalent SS representation.
8) Finally, model \# 10 shows that the algorithm can be applied to a general combination of sampling and aggregation frequencies, as it shows how a monthly model aggregates to a quarterly VARMA.
[Insert Tables 2.a and 2.b]

## 4. AN EMPIRICAL METHOD TO MODEL TIME SERIES OBSERVED AT DIFFERENT FREQUENCIES.

Assume that a linear model has been fitted to all the available variables in the annual frequency. The problem now reduces to devise a systematic method enforcing consistency between the annual model and the unknown quarterly model, given the aggregation constraint and the partially aggregated sample.

Without loss of generality, we will refer to a VARMA specification process, consisting of the successive determination of unit roots, AR and MA dynamics. The basic ideas can be mapped to other model-building methods such as, e.g., structural time series modeling (Harvey 1989).

### 4.1. Feasibility of an exact correspondence between the annual and quarterly models.

The most rigorous way to specify the quarterly model would consist of obtaining a numerical solution to the equations relating the known annual model and the unknown quarterly model, using the algorithm defined in Section 3.3. We tried this approach and found it unpractical because it is difficult, unrealistic and may be impossible in some cases.

First, it is difficult because the equations relating the SS matrices of the annual and quarterly models are highly nonlinear. Perhaps they can be solved, but we have not been able to devise a procedure to do it consistently.

Second, it is unrealistic because achieving an exact match between the true quarterly data generating process and an empirical annual model would require the ability to model very weak parameters in the annual frequency. For example, consider e.g., the models \# 2 and 8-10 in Table 2.a. Obviously some parameters in the MA factors may be too small to be detected by a realistic analysis of the annual time series, so an exact fit between the annual and quarterly models cannot be expected in practice.

Third it may be impossible in some cases because, as stated in the discussion of Theorem 2, a statistically adequate model for the annual data may not have a mathematically consistent quarterly representation.

### 4.2. A method to enforce approximate consistency.

If an exact correspondence between the quarterly and annual models cannot be expected to be found in practice, the only way forward would consist of devising a simple and fault-tolerant process to achieve an approximate fit and a diagnostic method to assess whether the quarterly model obtained is statistically adequate or not. The following procedure can be used to these purposes.

Step 1) Annual modeling. Specify and estimate a model relating the target annual variable(s) with the annualized values of the quarterly indicator(s). Any model having an equivalent linear SS representation, such as e.g., a transfer function or VARMAX, is adequate for this purpose.

Step 2) Decomposition of the quarterly indicator. Specify and estimate a quarterly model for the indicator(s). Use it to adjust undesired features of the quarterly indicator, such as seasonality and calendar effects.

Step 3) Model specification.
Step 3.1) Set the VAR factor order of the quarterly model to be equal to that of the annual model and, particularly, constrain the number of unit roots to be the same. The foundation of this Step results from comparison of the quarterly model (2.4)-(2.5) and the annual model given by (2.4) and (2.14). As both models share the same state equation, they will have the same (stationary and nonstationary) autoregressive components.
Step 3.2) Add a VMA $(q)$ structure, with $q \leq n$, being $n$ the size of the state vector in the annual model. This bound to MA dynamics results from the fact that, in a minimal SS representation, the size of the state vector is the maximum of $p$ and $q$, being $p$ the order of the VAR factor and $q$ the order of the VMA factor.

Step 4) Estimation. Estimate the model specified in Steps 2) and 3) by maximum likelihood and prune insignificant parameters to obtain a parsimonious parametrization.

Step 5) Diagnostics. Check the final quarterly model by obtaining the corresponding annual representation, using the algorithm described in Section 3.3, and then:

Step 5.1) compare this model with the one specified in Step 1) and
Step 5.2) check whether it filters the annual data to white noise residuals.

Step 6) Forecasting accuracy check. If the sample is long enough, compare the out-of-the-
sample forecasts for the annual values produced by both, the tentative quarterly model and the annual model specified in Step 1).

### 4.3. Practical suggestions.

We have applied the method described above to several real and simulated time series. These exercises provided some useful insights about the practical application of our method:

First, a good characterization of unit roots in Step 1) is critical, as misspecification of these components impacts severely over the quality of final results (Tiao 1972). When in doubt overdifferencing is safer than under-differencing, according to our experience.

Second, the number of MA parameters specified in Step 3.2) may be excessive, depending on the sample size and number of time series. In this case, it is a good idea to constrain the MA matrices to be diagonal and, later, add off-diagonal parameters in a sequence of overfitting experiments.

Third, when working with data coming from national accounts, we have often found that the annual variable (typically some component of GDP) has been measured for more years than the quarterly time series. In this situation the ability of SS methods to treat missing observations is an important advantage, as it allows using all the information available in these non-conformable samples.

Last, the forecasting accuracy check proposed in Step 6) can be implemented by setting some within-the-sample values to missing and estimating them afterwards. We have found this alternative useful when the sample is too short to reserve some values for out-of-the-sample forecasting.

The example in Section 5 illustrates how the last two ideas can be applied in practice.

## 5. DISAGGREGATION OF VALUE ADDED BY THE INDUSTRY IN SPAIN (1980-2001).

The example in this Section illustrates the application of the method proposed in Section 4 and its practical advantages in comparison with standard procedures. It consists of disaggregating and forecasting the yearly time series of Value Added by the Industry in Spain (VAI), from 1980 to 2001, using as indicator the quarterly values of a re-balanced Industrial Production Index (IND), from 1980 $1^{\text {st }}$ Quarter to $20014^{\text {th }}$ Quarter. The latter series is the indicator actually employed by the Agency in charge of quarterly national accounts.

To clarify when a series is expressed in annual or quarterly frequency we will use uppercase/lowercase and superscripts, so $V A I_{t}^{A}$ and $I N D_{t}^{A}$ are the values of VAI and the annual average of the indicator in year $t,(t=1980, \ldots, 2001)$, while vai $_{t}$ and ind $_{t}$ denote the values of both variables in quarter $t(t=1980.1, \ldots, 2001.4)$.

### 5.1. Step 1) Annual model.

According to our method, the first step in the analysis consists of building a model relating the target variable and the indicator in the annual frequency. After a standard analysis (Jenkins and Alavi 1981) we found the following model to be statistically adequate:

$$
\begin{gather*}
{\left[\begin{array}{cc}
(1-B)^{2} & 0 \\
0 & (1-B)^{2}
\end{array}\right]\left[\begin{array}{l}
V A I_{t}^{A} \\
I N D_{t}^{A}
\end{array}\right]=\left[\begin{array}{cc}
1-1.85 B & .74 B \\
(.06) & (.02) \\
-1.48 B & 1 \\
(.05) &
\end{array}\right]\left[\begin{array}{l}
\hat{a}_{t}^{\text {VAI }} \\
\hat{a}_{t}^{\text {ND }}
\end{array}\right]} \\
\hat{\boldsymbol{\Sigma}}_{a}=\left[\begin{array}{cc}
2.64 & -- \\
5.53 & 13.08
\end{array}\right] ; \boldsymbol{Q}(5)=\left[\begin{array}{cc}
4.84 & 4.31 \\
6.23 & 4.17
\end{array}\right] \tag{5.1}
\end{gather*}
$$

where the figures in parentheses are the standard deviations of the estimates, $\hat{\Sigma}_{a}$ represents the estimate of the error covariance matrix and $\boldsymbol{Q}(5)$ is the matrix of Ljung-Box statistics, computed using the first five residual auto and cross-correlations. Note that the model implies feedback between the variable to be interpolated (VAI) and the indicator (IND). Therefore, if it is statistically adequate any procedure assuming unidirectional causality, such as those summarized in Table 1, would be unsuitable for these series.

Model (5.1) provides precise clues about dynamics of both variables in the quarterly frequency. According to the method outlined in Section 4.2, the quarterly model would have a non-stationary AR structure with two unit roots for each series and an MA term with a maximum order of 4, because the minimal SS representation of model (5.1) requires four state variables.

### 5.2. Step 2) Decomposition of the quarterly indicator.

The second step requires modeling the indicator in the quarterly frequency to estimate the components useful for disaggregation. To this end, we will use the following model:

$$
\begin{align*}
& \text { ind }_{t}=\underset{(.03)}{1.02 L_{t}-1.85 E_{t}-5.94 S_{t}^{92.4}}+\hat{N}_{t} \\
& (1-B)\left(1-B^{4}\right) \hat{N}_{t}=\left(1-.83 B^{4}\right) \hat{a}_{t} ; \hat{\sigma}_{a}^{2}=3.21 ; Q(15)=12.80 \tag{5.2}
\end{align*}
$$

where $L_{t}$ is the number of non-holidays in quarter $t, E_{t}$ is a dummy variable to account for Easter effects and $S_{t}^{92.4}$ is an intervention variable modeling a persistent level change from $19924^{\text {th }}$ Quarter onwards.

Model (5.2) implies (Casals, Jerez and Sotoca 2002) that the indicator can be split into: (a) trend, (b) seasonal component, (c) irregular component, (d) calendar effects associated to the number of non-holidays and Easter and (e) the step $19924^{\text {th }}$ Quarter effect. Figure 1 shows these components. In the light of previous results, components (b) and (d) are useless for disaggregation and will be accordingly deleted. Addition of the remaining components yields a time series that can be interpreted as a seasonally and calendar-adjusted quarterly indicator of VAI.

## [Insert Figure 1]

### 5.3. Steps 3) and 4) Specification and estimation of the quarterly model.

Building on previous steps, we now estimate a doubly integrated VMA(4) process for VAI and the adjusted indicator in the quarterly frequency, taking into account that VAI values are annually aggregated. After pruning insignificant parameters we obtained the following model:

$$
\left[\begin{array}{cc}
(1-B)^{2} & 0  \tag{5.3}\\
0 & (1-B)^{2}
\end{array}\right]\left[\begin{array}{l}
\text { vai } \\
\overparen{\text { ind }}_{t}
\end{array}\right]=\left[\begin{array}{cc}
1-1.48 B+.36 B^{2} & .044 B \\
(.06) & (.06) \\
-.84 B & (.003) \\
(.06) & (.-.78 B)
\end{array}\right]\left[\begin{array}{l}
\hat{a}_{t}^{\text {vai }} \\
\hat{a}_{t}^{\text {ind }}
\end{array}\right] ; \quad \hat{\boldsymbol{\Sigma}}_{a}=\left[\begin{array}{lc}
.06 & -- \\
.40 & 3.64
\end{array}\right]
$$

where $\widetilde{\text { ind }}_{t}$ denotes the adjusted indicator. Finally, by applying a fixed-interval smoothing to the sample (Casals Jerez and Sotoca 2000), we obtain the disaggregates and forecasts shown in Figure 2.
[Insert Figure 2]

### 5.4. Step 5) Diagnostics.

Using the algorithm described in Section 3.3, we now obtain the annual representation corresponding to model (5.3):

$$
\begin{gather*}
{\left[\begin{array}{cc}
(1-B)^{2} & 0 \\
0 & (1-B)^{2}
\end{array}\right]\left[\begin{array}{l}
V A I_{t}^{A} \\
\widetilde{I N D}_{t}^{A}
\end{array}\right]=\left[\begin{array}{cc}
1-1.52 B-.23 B^{2} & .70 B+.10 B^{2} \\
-1.18 B-.19 B^{2} & 1+.14 B-.07 B^{2}
\end{array}\right]\left[\begin{array}{l}
\hat{a}_{t}^{V A I} \\
\hat{a}_{t}^{I N D}
\end{array}\right]}  \tag{5.4}\\
\hat{\boldsymbol{\Sigma}}_{a}=\left[\begin{array}{cc}
2.54 & -- \\
5.53 & 13.79
\end{array}\right] ; \boldsymbol{Q}(5)=\left[\begin{array}{cc}
7.38 & 7.81 \\
9.49 & 8.48
\end{array}\right]
\end{gather*}
$$

where $\widetilde{I N D}_{t}^{A}$ denotes the annual average of the adjusted indicator. Models (5.4) and (5.1) differ mainly in the additional second-order MA parameters in (5.4). We tried to fit an annual model including these parameters and the corresponding estimates resulted insignificant. Then, this additional MA structure may be due to the disaggregated indicator information included in (5.3) and excluded in (5.1). On the other hand, the residuals are stationary, normal and do not show important autocorrelations. Therefore, we accept that model (5.3) is statistically adequate and roughly conformable with (5.1).

The results already shown in this example show that our method can be applied to real disaggregation problems. The remaining Subsections highlight its unique advantages when dealing with non-conformable samples and in terms of forecasting power.

### 5.5. Step 6) Within-the-sample forecast accuracy and non-conformable samples.

As noted before, many Statistical Bureaux have a long record for the target variable, say GDP, and a short one for the indicators. In this case standard techniques constrain the analysis to the overlapping sample, thus assuming a substantial information loss. However the SS methods employed here allow for missing values, so all the available information can be used. To illustrate this idea, we will delete the first four observations of the quarterly indicator and the last annual value of VAI. Re-estimating model (5.3) with this non-conformable sample yields the following results:

$$
\left[\begin{array}{cc}
(1-B)^{2} & 0  \tag{5.5}\\
0 & (1-B)^{2}
\end{array}\right]\left[\begin{array}{l}
\text { vai } \\
{\underset{\text { ind }}{t}}^{t}
\end{array}\right]=\left[\begin{array}{cc}
1-1.48 B+.34 B^{2} & .045 B \\
(.04)(.03) & (.003) \\
-.89 B & 1-.78 B \\
(.04) & (.02)
\end{array}\right]\left[\begin{array}{l}
\hat{a}_{t}^{\text {vai }} \\
\hat{a}_{t}^{\text {ind }}
\end{array}\right] ; \hat{\boldsymbol{\Sigma}}_{a}=\left[\begin{array}{cc}
.06 & -- \\
.41 & 3.74
\end{array}\right]
$$

Note that estimates in (5.5) are very close to those in (5.3). Figure 3 shows that quarterly estimates and forecasts obtained by smoothing the non-conformable sample with (5.5) are also robust, as they are very similar to those obtained in Subsection 5.3.
[Insert Figure 3]

### 5.6. Comparison with Chow-Lin method.

Last, we will compare our method with a popular time series disaggregation procedure (Chow and Lin 1971) in terms of accuracy and forecasting power. To do this, we obtained the disaggregates and interpolations corresponding to the following model:

$$
\begin{align*}
& v a i_{t}=.188 \widetilde{\text { ind }}_{t}+\hat{N}_{t} \\
& \quad(.004) \\
& \underset{(1-.929 B) \hat{N}_{t}}{(.041)} \hat{a}_{t} ; \hat{\sigma}_{a}^{2}=.056 ; Q(5)=4.79 \tag{5.6}
\end{align*}
$$

Model (5.6) derives from the quarterly specification characteristic of Chow-Lin AR(1) method. The estimates and interpolations were obtained with the same likelihood, optimization and interpolation functions employed in this example. To compute out-of-the-sample forecasts of VAI we feed to (5.6) the indicator forecasts obtained with model (5.5).

Figure 4 shows that within-the-sample quarterly estimates obtained using Chow-Lin method are similar to those obtained in previous Subsections. However out-of-sample forecasts are very different due, in our opinion, to the ad-hoc specification (5.6). Practitioners know that standard disaggregation methods critically depend on availability of terminal values and often extend the sample using extraneous annual forecasts. Besides its unnecessary complexity, this practice leaves important questions unanswered such as: how to update the annual forecast as new quarterly information becomes available? In our method, however, a single empirically specified model is able to produce good within-the-sample interpolations and out-of-sample forecasts.

Figure 5 plots the standard errors of VAI estimates obtained using models (5.3), (5.5) and (5.6). It clearly indicates that our method is more efficient than Chow-Lin, as it provides estimates with smaller standard errors.

## [Insert Figures 4 and 5]

On the other hand, Table 3 shows the original sample information and the numerical results obtained with models (5.3), (5.5) and (5.6). Note that: (a) the indicator backcasts computed with the non-conformable sample display acceptable backcasting errors, (b) Chow-Lin AR(1) interpolations are close to those of our method but, as noted before, (c) its performance degrades drastically in extrapolation. Specifically, the true value for annual VAI in 2001 is 94.711 . Our forecast ( 94.359 ) has a smaller error than Chow-Lin $\operatorname{AR}(1)$ forecast (91.366). The profile of extrapolations for 2002 also suggest that our method has a robust forecasting performance, as the long term forecasts for VAI obtained with both samples (92.944 and 92.574 ) are similar, while Chow-Lin AR(1) predicts an unlikely downturn of VAI (87.511).
[Insert Table 3]

## 6. CONCLUDING REMARKS.

This paper makes a twofold contribution to the literature about aggregation of time series:

First, it encompasses many previous results about: (a) the effect of aggregation on the dynamics of ARIMA (Amemiya and Wu, 1972, Brewer, 1973, Stram and Wei, 1986) and VARMA processes (Marcellino, 1999), (b) the observability loss due to aggregation (Wei and Stram, 1990) and (c) the negative effect of aggregation on forecasting accuracy in the univariate (Wei, 1978) and multivariate case (Lütkepohl, 1987).

Second, it proposes a method to build a high-frequency model using a partially aggregated sample, allowing for general sampling frequencies and aggregation constraints. This method emphasizes the idea that the quarterly model should be both, consistent with a statistically adequate model fitted to annual data, and compliant with standard diagnostics. These two requirements define the empirical foundations of our method.

We heavily used SS techniques to solve the specification, estimation, interpolation and forecasting issues that arise when sampling is done at different frequencies. In comparison with other alternatives, the SS approach has clear advantages as it provides: (a) a high degree of independence from particular model families, as the SS representation encompasses most common time series models, (b) standard and well-tested procedures to solve the estimation, interpolation and forecasting issues arising in this framework, and (c) the ability to treat samples with missing values, which may be important when the samples are not conformable.

The procedures described in this article are implemented in a MATLAB toolbox for time series modeling called $\mathrm{E}^{4}$, which can be downloaded at $w w w$.ucm.es/info/icae/e4. The source code for all the functions in the toolbox is freely provided under the terms of the GNU General Public License. This site also includes a complete user manual and other materials.
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## APPENDIX A: PROOF OF THEOREM 1

According to definitions 1 ) and 2), the annual model (2.4) and (2.14) has unobservable modes if there exists at least a vector $\boldsymbol{w} \neq \mathbf{0}$ such that $\boldsymbol{\Phi}^{S} \boldsymbol{w}=\lambda \boldsymbol{w}$ and:

$$
\begin{equation*}
\boldsymbol{H} \sum_{i=0}^{S-1} \boldsymbol{\Phi}^{i} \boldsymbol{w}=\mathbf{0} \tag{A.1.1}
\end{equation*}
$$

## A.1.1 Proof of Case 1).

Expression (A.1.1) implies:

$$
\begin{equation*}
\boldsymbol{H} \boldsymbol{w}+\boldsymbol{H} \Phi \boldsymbol{w}+\boldsymbol{H} \Phi^{2} \boldsymbol{w}+\ldots \boldsymbol{H} \Phi^{S-1} \boldsymbol{w}=\mathbf{0} \tag{A.1.2}
\end{equation*}
$$

If $\boldsymbol{w}$ is an eigenvector of $\boldsymbol{\Phi}$, then it is also an eigenvector of the powers of $\boldsymbol{\Phi}$, so $\boldsymbol{\Phi}^{i} \boldsymbol{w}=\lambda^{i} \boldsymbol{w}(i=1,2, \ldots)$ and, therefore:

$$
\begin{equation*}
\boldsymbol{H} \boldsymbol{w}+\boldsymbol{H} \lambda \boldsymbol{w}+\boldsymbol{H} \lambda^{2} \boldsymbol{w}+\ldots \boldsymbol{H} \lambda^{S-1} \boldsymbol{w}=\boldsymbol{H} \boldsymbol{w}\left[1+\lambda+\lambda^{2}+\ldots+\lambda^{S-1}\right]=\mathbf{0} \tag{A.1.3}
\end{equation*}
$$

but, as the quarterly model is observable, then $\boldsymbol{H} \boldsymbol{w} \neq \mathbf{0}$ and (A.1.3) holds i.i.f. $1+\lambda+\lambda^{2}+\ldots+\lambda^{S-1}=0$

## A.1.2 Proof of Case 2).

Under the conditions of Case 2), the $k$ eigenvectors associated to $\lambda_{k}(\Phi)$ generate a subspace, denoted by $\boldsymbol{S}_{\lambda, k}$, such that for any $\boldsymbol{w} \in \boldsymbol{S}_{\lambda, k}$, it holds that $\Phi^{S} \boldsymbol{w}=\lambda \boldsymbol{w}$, where $\lambda=\lambda_{i}^{S}, \forall \lambda_{i} \in \lambda_{k}(\Phi)$.

Let $\boldsymbol{S}_{I}$ be the intersection between $\boldsymbol{S}_{\lambda, k}$ and the null space of matrix $\boldsymbol{H}$, then $\operatorname{dim}\left(\boldsymbol{S}_{I}\right)=\operatorname{dim}\left[\boldsymbol{S}_{\lambda, k} \cap \operatorname{null}(\boldsymbol{H})\right]=k-\operatorname{rank}(\boldsymbol{H} \boldsymbol{W})$, where $\boldsymbol{W}$ is a matrix which columns are the eigenvectors spanning $\boldsymbol{S}_{\lambda, k}$. In the univariate case, the number of unobservable modes is exactly $\operatorname{dim}\left(\boldsymbol{S}_{I}\right)=k-\operatorname{rank}(\boldsymbol{H} \boldsymbol{W})=k-1$, because $\boldsymbol{H}$ is a row matrix and the quarterly model is observable. In the multivariate case there is no exact rule but, in general, $k-\operatorname{rank}(\boldsymbol{H W})$ modes become unobservable and the maximum number of lost modes is $k-1$.

## A.1.3 Proof of Case 3).

Under the conditions of Case 3 ), it is easy to see that the $S$-th power of any $k$-dimension Jordan block with null eigenvalues breaks into several blocks. The dimension of the larger sub-block will then be $[1+(k-1) / S]$, where ' [] ' denotes the integer part of a real argument.

Fragmentation of the Jordan block implies an increase in the geometric multiplicity associated to the null eigenvalues, so there are several linearly independent eigenvectors associated to each null eigenvalue. This situation is therefore similar to the one analyzed in Case 2).

## APPENDIX B: PROOF OF THEOREM 2

Consider the matrices in models (2.1)-(2.2) and (2.4)-(2.5), denoted by $\boldsymbol{R}_{1}=(\boldsymbol{\Phi}, \Gamma, \boldsymbol{E}, \boldsymbol{H}, \boldsymbol{D}, \boldsymbol{Q})$ and $\boldsymbol{R}_{2}=(\overline{\boldsymbol{\Phi}}, \bar{\Gamma}, \overline{\boldsymbol{E}}, \overline{\boldsymbol{H}}, \overline{\boldsymbol{D}}, \overline{\boldsymbol{C}}, \overline{\boldsymbol{Q}})$. If (2.1)-(2.2) is minimal, then there exists a biunivocal correspondence between both representations, such that $\boldsymbol{R}_{\mathbf{2}}=F\left(\boldsymbol{R}_{\mathbf{1}}\right)$, being $F()$ a biyective application.

Assume that this is not true. Then there are at least two realizations, $\boldsymbol{R}_{1}$ and $\boldsymbol{R}_{1}^{*}$, with the same canonical representation, such that $\boldsymbol{R}_{2}=F\left(\boldsymbol{R}_{1}\right)=F\left(\boldsymbol{R}_{1}^{*}\right)$. Then $\boldsymbol{R}_{1}$ and $\boldsymbol{R}_{1}^{*}$ are output-equivalent. However, if $\boldsymbol{R}_{1}$ is minimal, then $\boldsymbol{R}_{1}^{*}$ can only be a similar transformation of $\boldsymbol{R}_{1}$. As $\boldsymbol{R}_{1}$ and $\boldsymbol{R}_{1}^{*}$ have the same canonical representation, then the only similar transformation is identity and $\boldsymbol{R}_{1}=\boldsymbol{R}_{1}^{*}$.

Also, there exists a biunivocal correspondence between $\boldsymbol{R}_{1}$ and the matrices characterizing the annual model (2.4)-(2.14), denoted by $\boldsymbol{R}_{3}=\left(\bar{\Phi}, \bar{\Gamma}, \overline{\boldsymbol{E}}, \boldsymbol{H}^{A}, \boldsymbol{D}^{A}, \boldsymbol{C}^{A}, \overline{\boldsymbol{Q}}\right)$, such that $\boldsymbol{R}_{3}=G\left(\boldsymbol{R}_{1}\right)$, being $G()$ a biyective application.

Assume again that this is not true. Then there would be at least two quarterly realizations, $\boldsymbol{R}_{1}$ and $\boldsymbol{R}_{1}^{*}$, with the same canonical representation, such that $\boldsymbol{R}_{3}=G\left(\boldsymbol{R}_{1}\right)=G\left(\boldsymbol{R}_{1}^{*}\right)$. However we know that $F\left(\boldsymbol{R}_{1}\right) \neq F\left(\boldsymbol{R}_{1}^{*}\right)$ and, as $F\left(\boldsymbol{R}_{\mathbf{1}}\right)$ and $G\left(\boldsymbol{R}_{1}\right)$ share the same state equation, then $F\left(\boldsymbol{R}_{\mathbf{1}}\right)$ and $F\left(\boldsymbol{R}_{1}^{*}\right)$ should have different quarterly observation equations that yield the same annual observation equation. Then there are two quarterly models yielding the same annual realization, so: $\boldsymbol{R}_{1}=(\boldsymbol{\Phi}, \Gamma, \boldsymbol{E}, \boldsymbol{H}, \boldsymbol{D}, \boldsymbol{Q})$ and $\boldsymbol{R}_{1}^{*}=\left(\boldsymbol{\Phi}, \Gamma, \boldsymbol{E}, \boldsymbol{H}^{*}, \boldsymbol{D}^{*}, \boldsymbol{Q}\right)$ such that: $\quad F\left(\boldsymbol{R}_{1}\right)=(\overline{\boldsymbol{\Phi}}, \bar{\Gamma}, \overline{\boldsymbol{E}}, \overline{\boldsymbol{H}}, \overline{\boldsymbol{D}}, \overline{\boldsymbol{C}}, \overline{\boldsymbol{Q}})$, $F\left(\boldsymbol{R}_{1}^{*}\right)=\left(\overline{\boldsymbol{\Phi}}, \bar{\Gamma}, \overline{\boldsymbol{E}}, \overline{\boldsymbol{H}}^{*}, \overline{\boldsymbol{D}}^{*}, \overline{\boldsymbol{C}}^{*}, \overline{\boldsymbol{Q}}\right)$ and $\boldsymbol{R}_{3}=G\left(\boldsymbol{R}_{1}\right)=G\left(\boldsymbol{R}_{1}^{*}\right)=\left(\overline{\boldsymbol{\Phi}}, \bar{\Gamma}, \overline{\boldsymbol{E}}, \boldsymbol{H}^{A}, \boldsymbol{D}^{A}, \boldsymbol{C}^{A}, \overline{\boldsymbol{Q}}\right)$, where:

$$
\begin{align*}
& \boldsymbol{H}^{A}=\boldsymbol{J}^{A} \overline{\boldsymbol{H}}=\boldsymbol{J}^{A} \overline{\boldsymbol{H}}^{*}  \tag{A.2.1}\\
& \boldsymbol{C}^{A}=\boldsymbol{J}^{A} \overline{\boldsymbol{C}}=\boldsymbol{J}^{A} \overline{\boldsymbol{C}}^{*}  \tag{A.2.2}\\
& \boldsymbol{D}^{A}=\boldsymbol{J}^{A} \overline{\boldsymbol{D}}=\boldsymbol{J}^{A} \overline{\boldsymbol{D}}^{*} \tag{A.2.3}
\end{align*}
$$

and, assuming that the variables are flows, $\boldsymbol{J}^{\boldsymbol{A}}=[\boldsymbol{I}, \boldsymbol{I}, \ldots, \boldsymbol{I}]$.

Condition (A.2.1) implies that $\boldsymbol{H}^{\boldsymbol{A}}=\boldsymbol{H} \sum_{i=0}^{S-1} \boldsymbol{\Phi}^{i}=\boldsymbol{H}^{*} \sum_{i=0}^{S-1} \boldsymbol{\Phi}^{i}$, so $\left(\boldsymbol{H}-\boldsymbol{H}^{*}\right) \sum_{i=0}^{S-1} \boldsymbol{\Phi}^{i}=\mathbf{0}$. This implies that, if $\overline{\boldsymbol{H}} \neq \overline{\boldsymbol{H}}^{*}$, then $\sum_{i=0}^{S-1} \boldsymbol{\Phi}^{i}$ is a rank-deficient matrix and there exists an eigenvalue of $\boldsymbol{\Phi}$, $\lambda$, such that $\sum_{i=0}^{S-1} \lambda \boldsymbol{\Phi}^{i}=\mathbf{0}$. Therefore a contradiction arises as the annual model would not be observable (Theorem 1, Case 1).

Conditions (A.2.2) and (A.2.3) are now easy to prove. As $\boldsymbol{R}_{1}$ and $\boldsymbol{R}_{1}^{*}$ share the matrices $\boldsymbol{\Phi}, \Gamma, \boldsymbol{E}, \boldsymbol{Q}$ and $H$, see (A.2.1), then $\boldsymbol{C}=\boldsymbol{C}^{*}=\boldsymbol{I}$ and $\boldsymbol{D}=\boldsymbol{D}^{*}$, see (2.7).

## APPENDIX C: PROOF OF PROPOSITION 3

## A.3.1. Previous results.

Result A.3.1. Consider the algebraic Riccati equation of the Kalman filter:

$$
\begin{equation*}
P_{t+1 \mid t}=\Phi P_{t \mid t-1} \Phi^{T}+E Q E^{T}-K_{t} B_{t} K_{t}^{T} \tag{A.3.1}
\end{equation*}
$$

where:

$$
\begin{align*}
& \boldsymbol{K}_{t}=\left(\Phi \boldsymbol{P}_{t \mid t-1} H^{T}+E Q\right) \boldsymbol{B}_{t}^{-1}  \tag{A.3.2}\\
& \boldsymbol{B}_{t}=\boldsymbol{H} \boldsymbol{P}_{t \mid t-1} H^{T}+\boldsymbol{Q} \tag{A.3.3}
\end{align*}
$$

Under these conditions, if $\boldsymbol{P}_{t \mid-1}^{*} \geq \boldsymbol{P}_{t \mid t-1}$ and $\boldsymbol{Q}^{*} \geq \boldsymbol{Q}$ then $\boldsymbol{P}_{t+| | t}^{*} \geq \boldsymbol{P}_{t+| | t}$. See the proof in Bitmead et al. (1985)

Result A.3.2. Let be $\boldsymbol{M}$ a $\left(m^{*} \times m\right)$ matrix where $\operatorname{rank}(\boldsymbol{M})=m^{*}$ with $m^{*}<m$, and $\boldsymbol{A}$, a symmetric positive-definite $(m \times m)$ matrix, with $\operatorname{rank}(\boldsymbol{A})=m$. Under these conditions:

$$
\begin{align*}
& \boldsymbol{A}-\boldsymbol{M}^{T}\left(\boldsymbol{M A}^{-1} \boldsymbol{M}^{\boldsymbol{T}}\right) \boldsymbol{M} \geq 0  \tag{A.3.4}\\
& \operatorname{rank}\left[\boldsymbol{A}-\boldsymbol{M}^{T}\left(\boldsymbol{M A}^{-1} \boldsymbol{M}^{\boldsymbol{T}}\right) \boldsymbol{M}\right]=m-m^{*} \tag{A.3.5}
\end{align*}
$$

Proof. It is immediate to see that:

$$
\begin{equation*}
A-M^{T}\left(M^{-1} M^{T}\right) M=A-C A C^{T}=(I-C) A(I-C)^{T} \tag{A.3.6}
\end{equation*}
$$

where $\boldsymbol{C}=\boldsymbol{M}^{\boldsymbol{T}}\left(\boldsymbol{M} \boldsymbol{A}^{-1} \boldsymbol{M}^{\boldsymbol{T}}\right)^{-1} \boldsymbol{M} \boldsymbol{A}^{-1}$. Therefore, positive-definiteness of $\boldsymbol{A}$ assures that $(\boldsymbol{I}-\boldsymbol{C}) \boldsymbol{A}(\boldsymbol{I}-\boldsymbol{C})^{\boldsymbol{T}}$ is a positive-definite matrix also.

## A.3.2. Proof of Proposition 3.

Case 1) Consider the high-frequency model in the stacked form (2.4)-(2.5). The $k$-step ahead forecast error variance is given by:

$$
\begin{equation*}
\operatorname{var}\left(\boldsymbol{e}_{\boldsymbol{K}} \mid \Omega_{T}\right)=\overline{\boldsymbol{H}} \boldsymbol{P}_{T+K-1 \mid T} \overline{\boldsymbol{H}}^{T}+\overline{\boldsymbol{C}} \overline{\boldsymbol{Q}} \overline{\boldsymbol{C}}^{T} \tag{A.3.7}
\end{equation*}
$$

where $T$ is the forecast origin and $\Omega_{T}$ denotes the quarterly information available at time $T$. According to (A.3.7), the variance of the annual forecast obtained by aggregation would be:

$$
\begin{equation*}
\operatorname{var}\left(\boldsymbol{e}_{K}^{A} \mid \Omega_{T}\right)=\boldsymbol{J}^{A} \operatorname{var}\left(\boldsymbol{e}_{\boldsymbol{K}} \mid \Omega_{T}\right)\left(\boldsymbol{J}^{A}\right)^{T} \tag{A.3.8}
\end{equation*}
$$

On the other hand, the Kalman filter covariance matrices $\boldsymbol{P}_{T+K-1 \mid T}$ in (A.3.7) results from the recursion:

$$
\begin{equation*}
\boldsymbol{P}_{T+K \mid T}=\bar{\Phi} P_{T+K-1 \mid T} \bar{\Phi}^{T}+\bar{E} \bar{Q} \bar{E} \bar{E}^{T} \tag{A.3.9}
\end{equation*}
$$

and successive substitution in (A.3.9) yields immediately:

$$
\begin{equation*}
\boldsymbol{P}_{T+K \mid T}=\bar{\Phi}^{K-1} \boldsymbol{P}_{T+1 \mid T}\left(\bar{\Phi}^{K-1}\right)^{T}+\sum_{i=0}^{K-2} \overline{\boldsymbol{\Phi}}^{i} \overline{\boldsymbol{E}} \overline{\underline{E}} \bar{E}^{T}\left(\bar{\Phi}^{i}\right)^{T} \tag{A.3.10}
\end{equation*}
$$

see, e.g., Anderson and Moore (1979).

On the other hand, in the low-frequency model (2.4)-(2.14), the $k$-step ahead forecast error variance is:

$$
\begin{equation*}
\operatorname{var}\left(\boldsymbol{e}_{K}^{A} \mid \Omega_{T}^{A}\right)=\boldsymbol{J}^{A} \bar{H} \boldsymbol{P}_{T+K-1 \mid T} \bar{H}^{T}\left(\boldsymbol{J}^{A}\right)^{T}+J^{A} \overline{\boldsymbol{C}} \bar{Q} \overline{\boldsymbol{C}}^{T}\left(\boldsymbol{J}^{A}\right)^{T} \tag{A.3.11}
\end{equation*}
$$

where $\Omega_{T}^{A}$ denotes the annual information available at time $T$.

Expressions (A.3.7) and (A.3.11) have the same mathematical structure. Then, any difference between both variances will be due to the covariances $\boldsymbol{P}_{T+K-1 T}$. Assuming that the initial condition for the propagation of $\boldsymbol{P}$ in both cases is the same, $\boldsymbol{P}_{1}$, we obtain for the quarterly model (2.4)-(2.5):

$$
\begin{equation*}
P_{2 \mid 1}=\bar{\Phi} P_{1} \bar{\Phi}^{T}+\bar{E} \bar{Q} \bar{E}^{T}-K_{1} B_{1} K_{1}^{T} \tag{A.3.12}
\end{equation*}
$$

and for the annual model (2.4) and (2.14):

$$
\begin{equation*}
\boldsymbol{P}_{21}^{A}=\bar{\Phi} \boldsymbol{P}_{1} \bar{\Phi}^{T}+\overline{\boldsymbol{E}} \overline{\mathbf{Q}} \bar{E}^{T}-\boldsymbol{K}_{1} \boldsymbol{B}_{1}\left(\boldsymbol{J}^{A}\right)^{T}\left[\boldsymbol{J}^{A} \boldsymbol{B}_{1}\left(\boldsymbol{J}^{A}\right)^{T}\right]^{-1} \boldsymbol{J}^{A} \boldsymbol{B}_{1} \boldsymbol{K}_{1}^{T} \tag{A.3.13}
\end{equation*}
$$

where $\boldsymbol{K}_{\mathbf{1}}$ is the Kalman filter gain in $t=1$. Therefore, from (A.3.12) and (A.3.13):

$$
\begin{equation*}
\boldsymbol{P}_{21}^{\mathrm{A}}-\boldsymbol{P}_{211}=\boldsymbol{K}_{1} \boldsymbol{B}_{1}\left\{\boldsymbol{B}_{1}^{-1}-\left(J^{A}\right)^{T}\left[J^{A} B_{1}\left(J^{A}\right)^{T}\right]^{-1} J^{A}\right\} \boldsymbol{B}_{1} \boldsymbol{K}_{1}^{T} \tag{A.3.14}
\end{equation*}
$$

and, using Result A.3.1, it is immediate to see that $\boldsymbol{P}_{21}^{\mathrm{A}}-\boldsymbol{P}_{211} \geq 0$ because $\boldsymbol{B}_{1}^{-1}-\left(\boldsymbol{J}^{\boldsymbol{A}}\right)^{T}\left[\boldsymbol{J}^{A} \boldsymbol{B}_{\mathbf{1}}\left(\boldsymbol{J}^{A}\right)^{T}\right]^{-1} \boldsymbol{J}^{A} \geq 0$. Therefore, for $t=2$ :

$$
\begin{equation*}
P_{3 \mid 2}^{A} \geq \bar{\Phi} \boldsymbol{P}_{2 \mid 1} \bar{\Phi}^{T}+\bar{E} \bar{Q} \bar{E}^{T}-K_{2} \boldsymbol{B}_{2}\left(J^{A}\right)^{T}\left[J^{A} \boldsymbol{B}_{2}\left(J^{A}\right)^{T}\right]^{-1} J^{A} B_{2} \boldsymbol{K}_{2}^{T} \tag{A.3.15}
\end{equation*}
$$

and Result A.3.2. assures that: $\boldsymbol{P}_{3 \mid 2}^{\mathbf{A}}-\boldsymbol{P}_{3 \mid 2}=\boldsymbol{K}_{2} \boldsymbol{B}_{2}\left\{\boldsymbol{B}_{2}^{-1}-\left(\boldsymbol{J}^{A}\right)^{\boldsymbol{T}}\left[\boldsymbol{J}^{\boldsymbol{A}} \boldsymbol{B}_{2}\left(\boldsymbol{J}^{\boldsymbol{A}}\right)^{\boldsymbol{T}}\right]^{-1} \boldsymbol{J}^{\boldsymbol{A}}\right\} \boldsymbol{B}_{2} \boldsymbol{K}_{2}^{T} \geq 0$ Therefore, by induction we obtain:

$$
\begin{equation*}
\boldsymbol{P}_{t \mid t-1}^{\mathrm{A}}-\boldsymbol{P}_{t \mid t-1}=\boldsymbol{K}_{t-1} \boldsymbol{B}_{t-1}\left\{\boldsymbol{B}_{t-1}^{-1}-\left(\boldsymbol{J}^{A}\right)^{T}\left[\boldsymbol{J}^{A} \boldsymbol{B}_{t-1}\left(\boldsymbol{J}^{A}\right)^{T}\right]^{-1} \boldsymbol{J}^{A}\right\} \boldsymbol{B}_{t-1} \boldsymbol{K}_{t-1}^{T} \geq 0 \tag{A.3.16}
\end{equation*}
$$

and, as the Riccati equation of the Kalman filter converges to its steady-state solution and it holds that:

$$
\begin{equation*}
\boldsymbol{P}_{E}^{A}-\boldsymbol{P}_{E} \geq \boldsymbol{K}_{E} \boldsymbol{B}_{E}\left\{\boldsymbol{B}_{E}^{-1}-\left(\boldsymbol{J}^{A}\right)^{T}\left[\boldsymbol{J}^{A} \boldsymbol{B}_{E}\left(\boldsymbol{J}^{A}\right)^{T}\right]^{-1} \boldsymbol{J}^{A}\right\} \boldsymbol{B}_{E} \boldsymbol{K}_{E}^{T} \geq 0 \tag{A.3.17}
\end{equation*}
$$

Case 2) Consider the partially aggregated model (2.4)-(2.15). Its $k$-step ahead forecast error variance is given by:

$$
\begin{equation*}
\operatorname{var}\left(\boldsymbol{e}_{K}^{P} \mid \Omega_{T}^{P}\right)=\boldsymbol{H}^{P} \boldsymbol{P}_{\boldsymbol{T + K - 1 | T}}\left(\boldsymbol{H}^{P}\right)^{T}+\boldsymbol{C}^{P} \overline{\boldsymbol{Q}}\left(\boldsymbol{C}^{P}\right)^{T} \tag{A.3.18}
\end{equation*}
$$

where $\Omega_{T}^{P}$ denotes the partially aggregated information available at time $T$. As (a) the partially aggregated model and the annual model share the same state equation and (b) the underlying quarterly model is the same, Expression (A.3.11) is also valid in this case. Substituting $\boldsymbol{J}^{\boldsymbol{A}}=\boldsymbol{J}^{*} \boldsymbol{J}^{\boldsymbol{P}}$ in (A.3.11) yields:

$$
\begin{align*}
\operatorname{var}\left(\boldsymbol{e}_{K}^{A} \mid \Omega_{T}^{P}\right) & =\boldsymbol{J}^{*} \boldsymbol{J}^{P} \overline{\boldsymbol{H}} \boldsymbol{P}_{T+K-1 \mid T} \overline{\boldsymbol{H}}^{T}\left(\boldsymbol{J}^{*} \boldsymbol{J}^{P}\right)^{T}+\boldsymbol{J}^{*} \boldsymbol{J}^{P} \overline{\boldsymbol{C}} \overline{\boldsymbol{Q}} \overline{\boldsymbol{C}}^{T}\left(\boldsymbol{J}^{*} \boldsymbol{J}^{P}\right)^{T} \\
= & \boldsymbol{J}^{*} \boldsymbol{H}^{P} \boldsymbol{P}_{\boldsymbol{T + K - 1 | T}}\left(\boldsymbol{H}^{P}\right)^{T}\left(\boldsymbol{J}^{*}\right)^{T}+\boldsymbol{J}^{*} \boldsymbol{C}^{P} \overline{\boldsymbol{Q}}\left(\boldsymbol{C}^{P}\right)^{T}\left(\boldsymbol{J}^{*}\right)^{T} \tag{A.3.19}
\end{align*}
$$

and it follows that:

$$
\begin{equation*}
\boldsymbol{P}_{E}^{A}-\boldsymbol{P}_{E}^{P} \geq \boldsymbol{K}_{E} \boldsymbol{B}_{E}\left\{\boldsymbol{B}_{E}^{-1}-\left(\boldsymbol{J}^{*}\right)^{T}\left[\boldsymbol{J}^{*} \boldsymbol{B}_{E}\left(\boldsymbol{J}^{*}\right)^{T}\right]^{-1} \boldsymbol{J}^{*}\right\} \boldsymbol{B}_{E} \boldsymbol{K}_{E}^{T} \geq 0 \tag{A.3.20}
\end{equation*}
$$

## APPENDIX D: PROOF OF PROPOSITION 4

## A.4.1. Previous results.

Result A.4.1 (observability staircase form). This Result due to Kalman (1963) states that for any SS model, characterized by the pair $(\boldsymbol{H}, \boldsymbol{\Phi})$, there exists a similar transformation $\boldsymbol{T}$, such that $\boldsymbol{H}^{*}=\boldsymbol{H} \boldsymbol{T}^{-1}, \boldsymbol{\Phi}^{*}=\boldsymbol{T} \boldsymbol{\Phi} \boldsymbol{T}^{-1}$, that results in a model $\left(\boldsymbol{H}^{*}, \boldsymbol{\Phi}^{*}\right)$ with the following structure:

$$
\begin{align*}
& \Phi^{*}=\left[\begin{array}{cccc}
\Phi_{11}^{N} & \Phi_{12}^{N} & 0 & 0 \\
0 & \Phi_{22}^{N} & 0 & 0 \\
0 & 0 & \Phi_{11}^{E} & \Phi_{12}^{E} \\
0 & 0 & 0 & \Phi_{22}^{E}
\end{array}\right]  \tag{A.4.1}\\
& H^{*}=\left[\begin{array}{llll}
0 & H_{2}^{N} & 0 & H_{2}^{E}
\end{array}\right] \tag{A.4.2}
\end{align*}
$$

where:

1) $\Phi^{N}=\left[\begin{array}{cc}\Phi_{11}^{N} & \Phi_{12}^{N} \\ 0 & \Phi_{22}^{N}\end{array}\right], \Phi^{E}=\left[\begin{array}{cc}\Phi_{11}^{E} & \Phi_{12}^{E} \\ 0 & \Phi_{22}^{E}\end{array}\right.$ characterize, respectively, the nonstationary and stationary subsystems, so: $\lambda\left(\Phi^{*}\right) \geq 1, \lambda_{22}\left(\Phi^{E}\right)<1$, where $\lambda()$ denotes any eigenvalue of the corresponding argument matrix.
2) $\left[\begin{array}{cc}\Phi_{22}^{N} & 0 \\ 0 & \Phi_{22}^{E}\end{array}\right]$ and $\left[\begin{array}{ll}H_{2}^{N} & H_{2}^{E}\end{array}\right]$ characterize the observable subsystem.
3) $\Phi_{11}^{N}$ corresponds to the states associated with non-detectable modes.
4) $\Phi_{11}^{E}$ corresponds to the states associated with detectable, but unobservable, modes.

Result A.4.2 (variance of smoothed estimates when the system has unit roots). Casals, Jerez and Sotoca (2000) show that for any SS model with unit eigenvalues, corresponding to a time series with unit AR roots, the exact covariance of fixed-interval smoothed estimates of the states is:

$$
\begin{equation*}
\boldsymbol{P}_{t \mid N}=\boldsymbol{P}_{t \mid N}^{*}+V_{t} \boldsymbol{P}_{1 \mid N} \boldsymbol{V}_{t}^{T} \tag{A.4.3}
\end{equation*}
$$

where:

$$
\begin{align*}
& \boldsymbol{P}_{\mathbf{1} \mid \mathrm{N}}=\left(\boldsymbol{P}_{\mathbf{1}}+\boldsymbol{S}\right)^{-1}, \boldsymbol{P}_{\mathbf{1}}=\operatorname{cov}\left(\boldsymbol{x}_{\mathbf{1}}\right)  \tag{A.4.4}\\
& \boldsymbol{S}=\sum_{t=1}^{N} \boldsymbol{\Phi}_{t} \boldsymbol{H} \boldsymbol{B}_{t}^{-1} \boldsymbol{H}^{T} \Phi_{t}^{T}  \tag{A.4.5}\\
& \Phi_{t}=\left(\boldsymbol{\Phi}-\boldsymbol{K}_{t} \boldsymbol{H}\right) \Phi_{t-1}, \Phi_{1}=\boldsymbol{I}  \tag{A.4.6}\\
& \boldsymbol{V}_{t}=\left(\boldsymbol{I}-\boldsymbol{P}_{t \mid t-1} \boldsymbol{R}_{t-1}\right) \Phi_{t}  \tag{A.4.7}\\
& \boldsymbol{R}_{t-1}=\boldsymbol{H}^{T} \boldsymbol{B}_{t}^{-1} \boldsymbol{H}+\left(\boldsymbol{\Phi}-\boldsymbol{K}_{t} \boldsymbol{H}\right)^{T} \boldsymbol{R}_{t}\left(\Phi-\boldsymbol{K}_{t} \boldsymbol{H}\right) \tag{A.4.8}
\end{align*}
$$

being $\boldsymbol{P}_{t \mid N}^{*}$ the smoother covariance derived from a Kalman filter with null initial conditions.

Application of Result A.4.2 to a non-stationary subsystem requires the initial state covariance given in (A.4.4), $\boldsymbol{P}_{1}$, to show unbounded uncertainty. Therefore (De Jong, 1991, Ansley and Kohn, 1989), its expression must be:

$$
\begin{equation*}
\boldsymbol{P}_{1}=\operatorname{diag}(k \Pi, \boldsymbol{N}), k \gg 0, \Pi>0 \text { and } \boldsymbol{N} \text { the solution of } \boldsymbol{N}=\boldsymbol{\Phi}^{S} \boldsymbol{N}\left(\boldsymbol{\Phi}^{S}\right)^{T}+\boldsymbol{Q}^{S} \tag{A.4.9}
\end{equation*}
$$

## A.4.2. Proof of Proposition 4.

Using Result A.4.1., the aggregated models (2.4) and (2.14), or (2.4) and (2.15), can be written in observability staircase form. If this form has a non-stationary subsystem, the smoother must be initialized according to (A.4.9) and the matrix $\boldsymbol{S}$, see Exp. (A.4.5) above, has the following structure:

$$
S=\left[\begin{array}{cccc}
0 & 0 & 0 & 0  \tag{A.4.10}\\
0 & S_{2}^{N N} & 0 & S_{2}^{N E} \\
0 & 0 & 0 & 0 \\
0 & S_{2}^{E N} & 0 & S_{2}^{E E}
\end{array}\right]
$$

$\left.\begin{array}{l}\text { where }\left[\begin{array}{ll}\boldsymbol{S}_{2}^{N N} & \boldsymbol{S}_{2}^{N E} \\ \text { as: } & \boldsymbol{S}_{2}^{E N}\end{array} \boldsymbol{S}_{2}^{E E}\right.\end{array}\right]$ is positive-definite. Denoting $\boldsymbol{R}=\Pi^{-1}, \boldsymbol{V}=\boldsymbol{N}^{-1}$ and partitioning $\Pi, \boldsymbol{R}, \boldsymbol{N}$ and $\boldsymbol{V}$

$$
\Pi=\left[\begin{array}{ll}
\Pi_{11} & \Pi_{12}  \tag{A.4.11}\\
\Pi_{21} & \Pi_{22}
\end{array}\right] ; \boldsymbol{R}=\left[\begin{array}{ll}
\boldsymbol{R}_{11} & \boldsymbol{R}_{12} \\
\boldsymbol{R}_{21} & \boldsymbol{R}_{22}
\end{array}\right] ; \quad \boldsymbol{N}=\left[\begin{array}{ll}
\boldsymbol{N}_{11} & \boldsymbol{N}_{12} \\
\boldsymbol{N}_{21} & \boldsymbol{N}_{22}
\end{array}\right] ; \boldsymbol{V}=\left[\begin{array}{ll}
\boldsymbol{V}_{11} & \boldsymbol{V}_{12} \\
\boldsymbol{V}_{21} & \boldsymbol{V}_{22}
\end{array}\right]
$$

the matrix $\boldsymbol{P}_{1 \mid N}$, see (A.4.4), can be written in the following block-form:

$$
\boldsymbol{P}_{1 \mid N}=\left[\begin{array}{cccc}
\frac{1}{k} \boldsymbol{R}_{11} & \frac{1}{k} \boldsymbol{R}_{12} & 0 & 0  \tag{A.4.12}\\
\frac{1}{k} \boldsymbol{R}_{21} & \frac{1}{k} \boldsymbol{R}_{22}+\boldsymbol{S}_{2}^{N N} & 0 & \boldsymbol{S}_{2}^{N E} \\
0 & 0 & \boldsymbol{V}_{11} & \boldsymbol{V}_{12} \\
0 & \boldsymbol{S}_{2}^{E N} & \boldsymbol{V}_{21} & \boldsymbol{V}_{22}+\boldsymbol{S}_{2}^{E E}
\end{array}\right]^{-1}
$$

with $k \gg 0$. Applying the partitioned-matrix inversion lemma to (A.4.12) yields:

$$
\boldsymbol{P}_{1 \mid N}=\left[\begin{array}{ll}
\boldsymbol{P}_{1 \mid N}^{N N} & \boldsymbol{P}_{1 \mid N}^{N E}  \tag{A.4.13}\\
\boldsymbol{P}_{1 \mid N}^{E N} & \boldsymbol{P}_{1 \mid N}^{E E}
\end{array}\right]
$$

where:

$$
\begin{align*}
& \boldsymbol{P}_{1 \mid N}^{N N}=\left[\begin{array}{cc}
{\left[\begin{array}{cc}
\left.\frac{1}{\mathrm{k}} \boldsymbol{R}_{11}-\frac{1}{\mathrm{k}^{2}} \boldsymbol{R}_{12}\left(\frac{\boldsymbol{R}_{22}}{\mathrm{k}}+\boldsymbol{W}\right)^{-1} \boldsymbol{R}_{21}\right]^{-1} & -\boldsymbol{R}_{11}^{-1} \boldsymbol{R}_{12}\left(\frac{\Pi_{22}^{-1}}{\mathrm{k}}+\boldsymbol{W}\right)^{-1} \\
= & \left(\frac{\Pi_{22}^{-1}}{\mathrm{k}}+\boldsymbol{W}\right)^{-1}
\end{array}\right]} \\
= & \boldsymbol{P}_{1 \mid N}^{E E}=\left[\begin{array}{cc}
{\left[\boldsymbol{V}_{11}-\boldsymbol{V}_{12}\left(\boldsymbol{V}_{22}+\boldsymbol{Y}\right)^{-1} \boldsymbol{V}_{21}\right]^{-1}} & -\boldsymbol{V}_{11}^{-1} \boldsymbol{V}_{12}\left(\boldsymbol{N}_{22}^{-1}+\boldsymbol{Y}\right)^{-1} \\
= & \left(\boldsymbol{N}_{22}^{-1}+\boldsymbol{Y}\right)^{-1}
\end{array}\right] \\
\boldsymbol{P}_{1 \mid N}^{E N}=\left[\begin{array}{cc}
\boldsymbol{V}_{11}^{-1} V_{12}\left(\boldsymbol{N}_{22}^{-1}+\boldsymbol{S}_{2}^{E E}\right)^{-1} \boldsymbol{S}_{2}^{E N}\left(\frac{\Pi_{22}^{-1}}{\mathrm{k}}+\boldsymbol{W}\right)^{-1} \boldsymbol{R}_{21} \boldsymbol{R}_{11}^{-1} & -\boldsymbol{V}_{11}^{-1} V_{12}\left(\boldsymbol{N}_{22}^{-1}+\boldsymbol{S}_{2}^{E E}\right)^{-1} \boldsymbol{S}_{2}^{E N}\left(\frac{\Pi_{22}^{-1}}{\mathrm{k}}+\boldsymbol{W}\right)^{-1} \\
\left(\boldsymbol{N}_{22}^{-1}+\boldsymbol{S}_{2}^{E E}\right)^{-1} \boldsymbol{S}_{2}^{E N}\left(\frac{\Pi_{22}^{-1}}{\mathrm{k}}+\boldsymbol{W}\right)^{-1} \boldsymbol{R}_{21} \boldsymbol{R}_{11}^{-1} & \left(\boldsymbol{N}_{22}^{-1}+\boldsymbol{S}_{2}^{E E}\right)^{-1} \boldsymbol{S}_{2}^{E N}\left(\frac{\Pi_{22}^{-1}}{\mathrm{k}}+\boldsymbol{W}\right)^{-1}
\end{array}\right]
\end{array} . \begin{array}{ll}
\end{array}\right] \tag{A.4.14}
\end{align*}
$$

being $\boldsymbol{W}=\boldsymbol{S}_{2}^{N N}-\boldsymbol{S}_{2}^{N E}\left(\boldsymbol{V}_{22}+\boldsymbol{S}_{2}^{S S}\right)^{-1} \boldsymbol{S}_{2}^{E N}$ and $\boldsymbol{Y}=\boldsymbol{S}_{2}^{E E}-\boldsymbol{S}_{2}^{E N}\left(\frac{\boldsymbol{R}_{22}}{k}+\boldsymbol{S}_{2}^{N N}\right)^{-1} \boldsymbol{S}_{2}^{N E}$
In these conditions the limit values of the blocks in (A.4.13), as $k$ tends to infinity, are:
$\lim _{k \rightarrow \infty} \boldsymbol{P}_{1 \mid N}^{N N}=\left[\begin{array}{cc}k \boldsymbol{R}_{11}^{-1} & -\boldsymbol{R}_{11}^{-1} \boldsymbol{R}_{12} \boldsymbol{W}^{-1} \\ = & \boldsymbol{W}^{-1}\end{array}\right]$
$\lim _{k \rightarrow \infty} \boldsymbol{P}_{1 \mid N}^{E E}=\left[\begin{array}{cc}{\left[\boldsymbol{V}_{11}-\boldsymbol{V}_{12}\left(\boldsymbol{V}_{22}+\boldsymbol{Y}\right)^{-1} \boldsymbol{V}_{21}\right]^{-1}} & -\boldsymbol{V}_{11}^{-1} \boldsymbol{V}_{12}\left(\boldsymbol{N}_{22}^{-1}+\boldsymbol{Y}\right)^{-1} \\ = & \left(\boldsymbol{N}_{22}^{-1}+\boldsymbol{Y}\right)^{-1}\end{array}\right]$
$\lim _{k \rightarrow \infty} \boldsymbol{P}_{1 \mid N}^{E N}=\left[\begin{array}{cc}\boldsymbol{V}_{11}^{-1} \boldsymbol{V}_{12}\left(\boldsymbol{N}_{22}^{-1} \boldsymbol{S}_{2}^{E E}\right)^{-1} \boldsymbol{S}_{2}^{E N} \boldsymbol{W}^{-1} \boldsymbol{R}_{21} \boldsymbol{R}_{11}^{-1} & { }^{-V_{11}} \boldsymbol{V}_{12}^{-1} \boldsymbol{V}_{12}\left(\boldsymbol{N}_{22}^{-1}+\boldsymbol{S}_{2}^{E E}\right)^{-1} \boldsymbol{S}_{2}^{E N} \boldsymbol{W}^{-1} \\ \left(\boldsymbol{N}_{22}^{-1}+\boldsymbol{S}_{2}^{E E}\right)^{-1} \boldsymbol{S}_{2}^{E N} \boldsymbol{W}^{-1} \boldsymbol{R}_{21} \boldsymbol{R}_{11}^{-1} & \left(\boldsymbol{N}_{22}^{-1}+\boldsymbol{S}_{2}^{E E}\right)^{-1} \boldsymbol{S}_{2}^{E N} \boldsymbol{W}^{-1}\end{array}\right]$

Therefore, the blocks $(1,2),(2,1)$ and $(2,2)$ in (A.4.13) converge to finite values. Only the $(1,1)$ block diverge to infinity but this is irrelevant to Proposition 4, as this block corresponds to the states associated with non-detectable modes, see Result A.4.1.

Note that the initial state has a persistent effect over the smoothed estimates of the states because the $(1,1)$ block of $\boldsymbol{P}_{t \mid N}$, see (A.4.3), is:

$$
\begin{equation*}
\boldsymbol{P}_{t \mid N}^{(1,1)}=\boldsymbol{P}_{t \mid N}^{*(1,1)}+\left(\Phi_{11}^{N}\right)^{t-1} \boldsymbol{P}_{1 \mid N}^{(1,1)}\left(\Phi_{11}^{N}\right)^{t-1}+\ldots \tag{A.4.20}
\end{equation*}
$$

taking into account (A.4.7)-(A.4.8) and the fact that when the system is in observability staircase form the matrix $\boldsymbol{R}_{t}$ is:

$$
\boldsymbol{R}_{t}=\left[\begin{array}{cccc}
0 & 0 & 0 & 0  \tag{A.4.21}\\
0 & R_{t 2}^{N N} & 0 & \boldsymbol{R}_{t 2}^{N E} \\
0 & 0 & 0 & 0 \\
0 & \boldsymbol{R}_{t 2}^{E N} & 0 & \boldsymbol{R}_{t 2}^{E E}
\end{array}\right]
$$

As $\lambda\left(\Phi_{11}^{N}\right) \geq 1$, it is immediate to see that initial conditions will affect all the sequence of smoothed estimates, no matter the sample size. Therefore, the infinite variance of a diffuse prior would be propagated to the smoothed estimates along the whole sample.

Figure 1. Decomposition of quarterly indicator. The adjusted indicator includes the trend, irregular and level change components and excludes seasonality and calendar affects. Disaggregates based in this indicator can be interpreted as calendar and seasonally adjusted quarterly estimates of VAI.


Seasonality and calendar adjusted indicator vs. original data


Figure 2. Standardized plot of quarterly estimates of VAI (thick line) and adjusted indicator (thin line). The last values are forecasts computed from 2002.1 to 2002.4 quarters using model (5.3).


Figure 3. Percent variation between the estimates obtained with models (5.3) and (5.5), corresponding to the full sample and the non-conformable sample. Note that the interpolations and forecasts obtained are remarkably similar.


Figure 4. Percent variation between the estimates obtained with models (5.5) and (5.6), corresponding to the non-conformable sample and Chow-Lin AR(1) model. Chow-Lin AR(1) disaggregates show a variation of around $\pm 1 \%$ for within-the sample estimates and up to $+6 \%$, for out-of-sample forecasts.


Figure 5. Standard errors of the quarterly estimates obtained with the full sample (thin dashed line), the non-conformable sample (thin continuous line) and Chow-Lin AR(1) method (thick continuous line). Note that uncertainty of Chow-Lin AR(1) quarterly estimates is systematically much larger than that of the alternatives.


Table 1: Restrictions for the quarterly data model (1.1) assumed by different methods. The symbol (*) means that the corresponding parameter is to be estimated.

| Method | $\boldsymbol{\beta}$ | $\varphi_{1}$ | $\varphi_{2}$ |
| :--- | :---: | :---: | :---: |
| Boot, Feibes and Lisman (1967) | 0 | 1 | 0 |
| Denton (1971) | 1 | 1 | 0 |
| Chow-Lin (1971) | $(*)$ | 0 | 0 |
| Chow-Lin (1971) / AR(1) | $\left({ }^{*}\right)$ | $\left({ }^{*}\right)$ | 0 |
| Fernández (1981) | $(*)$ | 1 | 0 |
| Litterman (1983) | $(*)$ | 1 | $\left({ }^{*}\right)$ |

Table 2.a: Aggregation of several univariate models. The columns labeled 'states' show the number of dynamic components in the minimal SS representation of the corresponding model. Therefore, the difference between the number of states in the quarterly and annual models is the number of dynamic components that become unobservable after aggregation. The quarterly variables $z_{t}$ and $z_{1 t}$ are assumed to be flows, so their annual aggregate is the sum of the corresponding quarterly values. If the quarterly indicator in model \# 6 ( $z_{2 t}$ ) were to be aggregated as an annual average, the coefficients in the annual transfer function should be multiplied by 4.

| $\#$ | Quarterly Model | States | Annual Model |
| :--- | :--- | :--- | :--- |
| 1 | $\left(1-B^{4}\right) z_{t}=a_{t} ; \sigma_{a}^{2}=1$ | 4 | $(1-B) z_{t}^{A}=a_{t}^{A} ; \sigma_{A}^{2}=4.00$ |
| 2 | $(1-.8 B)(1+.8 B) z_{t}=a_{t} ; \sigma_{a}^{2}=1$ | 2 | $(1-.410 B) z_{t}^{A}=(1+.160 B) a_{t}^{A} ; \sigma_{A}^{2}=7.99$ |
| 3 | $z_{t}=\left(1-.6 B^{4}\right) a_{t} ; \sigma_{a}^{2}=1$ | 4 | $z_{t}^{A}=(1-.600 B) a_{t}^{A} ; \sigma_{A}^{2}=4.00$ |
| 4 | $(1-B)\left(1-B^{4}\right) z_{t}=a_{t} ; \sigma_{a}^{2}=1$ | 5 | $(1-B)^{2} z_{t}^{A}=(1+.240 B) a_{t}^{A} ; \sigma_{A}^{2}=41.60$ |
| 5 | $(1-B)\left(1-B^{4}\right) z_{t}=(1-.8 B)\left(1-.6 B^{4}\right) a_{t} ; \sigma_{a}^{2}=1$ | 5 | $(1-B)^{2} z_{t}^{A}=\left(1-.997 B+.238 B^{2}\right) a_{t}^{A} ; \sigma_{A}^{2}=7.05$ |
| 6 | $z_{1 t}=.5 z_{2 t}+\frac{1}{1-.8 B} a_{t} ; \sigma_{a}^{2}=1$ | 1 | $z_{1 t}^{A}=.500 z_{2 t}^{A}+\frac{1+.228 B}{1-.410 B} a_{1 t}^{A} ; \sigma_{a}^{2}=23.103$ |
|  |  |  |  |
|  | $(1-B) T_{t+1}=u_{t} ; \sigma_{u}^{2}=.01$ |  |  |
| $\left(1+B+B^{2}+B^{3}\right) S_{t+1}=v_{t} ; \sigma_{v}^{2}=.01$ | 4 | $(1-B) z_{t}^{A}=(1-.669 B) a_{t}^{A} ; \sigma_{A}^{2}=5.844$ |  |

Table 2.b: Aggregation of several bivariate models. All the quarterly variables $z_{1 t}$ and $z_{2 t}$ are assumed to be flows, so their annual aggregate is the sum of the corresponding quarterly values. If a variable were to be aggregated as an average of the quarterly values, the model would require an appropriate re-scaling.

| \# | High-frequency Model | States | Low-frequency Model | States |
| :---: | :---: | :---: | :---: | :---: |
| 8 | $\left[\begin{array}{cc}1-.7 B & -.8 B \\ 0 & 1\end{array}\right]\left[\begin{array}{l}\left(1-B^{4}\right) z_{1 t} \\ \left(1-B^{4}\right) z_{2 t}\end{array}\right]=\left[\begin{array}{l}a_{1 t} \\ a_{2 t}\end{array}\right] ; \Sigma_{a}=\left[\begin{array}{cc}1 & .5 \\ .5 & 1\end{array}\right]$ |  | $\begin{aligned} & {\left[\begin{array}{cc} 1-.240 B & 0 \\ 0 & 1 \end{array}\right]\left[\begin{array}{l} (1-B) z_{1 t}^{A} \\ (1-B) z_{2 t}^{A} \end{array}\right]=\left[\begin{array}{cc} 1-.039 B & 1.461 B \\ 0 & 1 \end{array}\right]\left[\begin{array}{l} a_{1 t}^{A} \\ a_{2 t}^{A} \end{array}\right]} \\ & \Sigma_{A}=\left[\begin{array}{ll} 35.36 & 7.62 \\ 7.62 & 4.00 \end{array}\right] \end{aligned}$ | 3 |
| 9 | $\left[\begin{array}{l}\left(1-B^{4}\right) z_{1 t} \\ \left(1-B^{4}\right) z_{2 t}\end{array}\right]=\left[\begin{array}{cc}1 & -.8 B \\ 1.2 B & 1\end{array}\right]\left[\begin{array}{l}a_{1 t} \\ a_{2 t}\end{array}\right] ; \Sigma_{a}=\left[\begin{array}{cc}1 & .5 \\ .5 & 1\end{array}\right]$ | 8 | $\left[\begin{array}{l}(1-B) z_{1 t}^{A} \\ (1-B) z_{2 t}^{A}\end{array}\right]=\left[\begin{array}{cc}1-.080 B & -.053 B \\ .289 B & 1+.015 B\end{array}\right]\left[\begin{array}{l}a_{1 t}^{A} \\ a_{2 t}^{A}\end{array}\right] ; \Sigma_{A}=\left[\begin{array}{cc}4.09 & 1.41 \\ 1.41 & 13.00\end{array}\right]$ | 2 |
| 10 | $\left[\begin{array}{l}\left(1-B^{12}\right) z_{1 t} \\ \left(1-B^{12}\right) z_{2 t}\end{array}\right]=\left[\begin{array}{cc}1 & -.8 B \\ 1.2 B & 1\end{array}\right]\left[\begin{array}{l}a_{1 t} \\ a_{2 t}\end{array}\right] ; \Sigma_{a}=\left[\begin{array}{cc}1 & .5 \\ .5 & 1\end{array}\right]$ | 24 | $\left[\begin{array}{l}\left(1-B^{4}\right) z_{1 t}^{A} \\ \left(1-B^{4}\right) z_{2 t}^{A}\end{array}\right]=\left[\begin{array}{cc}1-.100 B & -.075 B \\ .365 B & 1+.024 B\end{array}\right]\left[\begin{array}{l}a_{1 t}^{A} \\ a_{2 t}^{A}\end{array}\right] ; \Sigma_{A}=\left[\begin{array}{ll}3.22 & 1.03 \\ 1.03 & 9.27\end{array}\right]$ | 8 |
| 11 | $\left[\begin{array}{cc}1-B & 0 \\ -.5 & 1\end{array}\right]\left[\begin{array}{l}z_{1 t} \\ z_{2 t}\end{array}\right]=\left[\begin{array}{cc}1-.4 B & .8 B \\ -.5 & 1\end{array}\right]\left[\begin{array}{l}a_{1 t} \\ a_{2 t}\end{array}\right] ; \Sigma_{a}=\left[\begin{array}{cc}1 & .5 \\ .5 & 1\end{array}\right]$ | 1 | $\left[\begin{array}{cc}1-B & 0 \\ -.5 & 1\end{array}\right]\left[\begin{array}{l}z_{1 t}^{A} \\ z_{2 t}^{A}\end{array}\right]=\left[\begin{array}{ccc}1-.745 B & 1.808 B \\ -.5 & 1\end{array}\right]\left[\begin{array}{l}a_{1 t}^{A} \\ a_{2 t}^{A}\end{array}\right] ; \Sigma_{A}=\left[\begin{array}{lll}51.91 & 29.55 \\ 29.55 & 19.58\end{array}\right]$ | 1 |

Table 3. Original data and interpolations obtained with full and non-conformable samples. Underlined values correspond to interpolations or forecasts. The column 'Indicator' refers to the calendar and seasonally adjusted values computed using model (5.2).

|  | Original sample |  | Full sample |  |  | Non-conformable sample |  |  | Chow-Lin AR(1) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Obs. | Annual VAI | Indicator | Interpolation | al sum | $\begin{array}{r}\text { Indicato } \\ \mathbf{r} \\ \hline\end{array}$ | Interpolation | ual sum | Indicato | Interpolation | ual sum | $\begin{array}{r}\text { Indicato } \\ \mathbf{r} \\ \hline\end{array}$ |
| 1980.1 |  | 81.421 | 14.993 |  | 81.421 | 15.009 |  | 82.869 | 14.948 |  | 81.421 |
| 1980.2 |  | 80.451 | $\underline{14.810}$ |  | 80.451 | 14.896 |  | 82.237 | 14.758 |  | 80.451 |
| 1980.3 |  | 80.524 | 14.744 |  | 80.524 | $\underline{14.778}$ |  | 81.584 | $\underline{14.729}$ |  | 80.524 |
| 1980.4 | 59.341 | 81.877 | 14.794 | 59.341 | 81.877 | 14.658 | 59.341 | 80.968 | $\underline{14.906}$ | 59.341 | 81.877 |
| 1981.1 |  | 80.196 | $\underline{14.474}$ |  | 80.196 | $\underline{14.502}$ |  | 80.196 | $\underline{14.476}$ |  | 80.196 |
| 1981.2 |  | 80.710 | $\underline{14.531}$ |  | 80.710 | $\underline{14.519}$ |  | 80.710 | $\underline{14.503}$ |  | 80.710 |
| 1981.3 |  | 80.823 | $\underline{14.483}$ |  | 80.823 | 14.474 |  | 80.823 | $\underline{14.498}$ |  | 80.823 |
| 1981.4 | 57.895 | 80.299 | $\underline{14.407}$ | 57.895 | 80.299 | $\underline{14.400}$ | 57.895 | 80.299 | $\underline{14.418}$ | 57.895 | 80.299 |
| 2000.1 |  | 123.520 | $\underline{23.326}$ |  | 123.520 | $\underline{23.342}$ |  | 123.520 | 23.584 |  | 123.520 |
| 2000.2 |  | 124.005 | $\underline{23.417}$ |  | 124.005 | $\underline{23.431}$ |  | 124.005 | 23.664 |  | 124.005 |
| 2000.3 |  | 122.033 | 23.374 |  | 122.033 | $\underline{23.371}$ |  | 122.033 | 23.279 |  | 122.033 |
| 2000.4 | 93.620 | 121.147 | $\underline{23.502}$ | 93.620 | 121.147 | $\underline{23.476}$ | 93.620 | 121.147 | $\underline{23.093}$ | 93.620 | 121.147 |
| 2001.1 |  | 121.823 | $\underline{23.753}$ |  | 121.823 | $\underline{23.690}$ |  | 121.823 | $\underline{23.198}$ |  | 121.823 |
| 2001.2 |  | 121.550 | 23.801 |  | 121.550 | 23.718 |  | 121.550 | 23.125 |  | 121.550 |
| 2001.3 |  | 121.006 | $\underline{23.830}$ |  | 121.006 | 23.734 |  | 121.006 | $\underline{23.003}$ |  | 121.006 |
| 2001.4 | 94.711 | 115.986 | $\underline{23.327}$ | 94.711 | 115.986 | $\underline{23.217}$ | $\underline{94.359}$ | 115.986 | 22.041 | 91.366 | 115.986 |
| 2002.1 |  |  | 23.414 |  | $\underline{115.664}$ | 23.311 |  | $\underline{115.723}$ | $\underline{21.974}$ |  | $\underline{115.723}$ |
| 2002.2 |  |  | $\underline{23.295}$ |  | $\underline{115.343}$ | $\underline{23.199}$ |  | 115.461 | $\underline{21.909}$ |  | $\underline{115.461}$ |
| 2002.3 |  |  | $\underline{23.177}$ |  | $\underline{115.021}$ | $\underline{23.088}$ |  | $\underline{115.198}$ | $\underline{21.845}$ |  | $\underline{115.198}$ |
| 2002.4 |  |  | $\underline{23.059}$ | 92.944 | $\underline{114.699}$ | $\underline{22.976}$ | $\underline{92.574}$ | 114.936 | $\underline{21.782}$ | 87.511 | 114.936 |


[^0]:    JEL classification: C320; C530

