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Abstract

The Statistical O�ce of the European Communities (Eurostat) publishes information on

the economies of the Member States using, for some units, some model-based procedures

to treat several features of economic time series. The quality of the information published is

thus related to the capacity of these models, namely univariate Arima models with exogenous

regressors, to adequately describe a vast majority of economic time series. We evaluate that

capacity on a set of 13238 monthly series. The results of our experiment give several messages:

1) the sensitivity of di�erent economic indicators to calendar events can be quanti�ed; 2)

the occurences and the typology of outliers found in practice are detailed; 3) information

is obtained about the stationary behavior of the series; 4) the practical relevance of several

model speci�cations can be evaluated; 5) the type of the mis-speci�cations found is detailed,

yielding for example an indication on nonlinear patterns actually encountered in monthly

series.



1 Introduction

One of the tasks of the Statistical O�ce of the European Communities (Eurostat)

consists in making available information on the Member States economies. That infor-

mation is subject to a statistical treatment which regards some particular features of

economic time series. Namely, the trading days rythmn, the easter recess e�ect, some

data irregularities, the series growth, and some unobserved movements like trend and

seasonality are of main interest. In some units, all the related analysis is performed in

a model-based framework through the use of the programs Tramo-Seats (see Gomez

and Maravall, 1996). The methodology implemented is that of univariate regression

with time series errors of the Arima-type (see for example Bell, 1995, Fuller, 1991, and

Tsay, 1984), plus some developments related to outlier detection and correction and

to a fully automised model identi�cation procedure (see Gomez 1997). These last two

advances were crucial for a massive model-based treatment of time series.

The quality of the information published is thus related to the capacity of univariate

Arima models with exogenous regressors to describe a vast majority of economic time

series. In this article, we evaluate that capacity on a set of 13238 monthly series. As

far as we know, no results on such large scale �tting of stochastic linear models with

exogenous regressors are available in the literature. Besides the overall capacity of

these models in describing economic series, the results of our experiment give several

messages. First, the sensitivity of di�erent economic indicators to calendar events can

be quanti�ed. Second, the occurences and the typology of outliers found in practice

are detailed. Third, information is obtained on the stationary behavior of the series.

Fourth, the practical relevance of the airline model (see Box and Jenkins, 1976), which is

used in many applied works, can be evaluated. Fifth, the type of the mis-speci�cations

found is detailed, yielding for example an indication on nonlinear patterns actually

encountered in monthly series.

We present in section 2 the data collection process, in section 3 the methodological

treatment, and in section 4 we discuss the results of our experiment.
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2 Data collection

The time series are taken from the Industrial Short-Term Indicator section of the Eu-

rostat database "New Cronos". They comprise series of the 15 Member States of the

European Union plus the European total and a few series from the United States and

from Japan. For the classi�cation of the industrial activities, the revised Classi�cation

of Economic Activities within the European Communities (Nace Rev.1) was used.

Five di�erent areas are covered: industrial production, turnover, new-orders, import

and export. The number of series in every group is 2512, 2206, 1641, 3547, 3332, re-

spectively, for a total number of 13238 series. All the series are monthly. The samples

sizes are roughly distributed as follows: 10100 series are of length in [85; 105], 1500

in [130;155], 1300 in [195; 212], the other sample lengths being roughly uniformly dis-

tributed outside these intervals between the minimum of 75 and the maximum of 212.

A short description is developed in the rest of that section; a more detailed information

can be found in Eurostat, 1997.

The production index measures the evolution in volume at constant prices of gross

value added produced by an observation unit of a given activity. As most of the Member

States only supply trading day adjusted production indexes, preliminary transformed

data had to be used. The turnover index, which measures the turnover of the total of

products and services invoiced by the observation unit, is measured in current value

and was used in three presentations: domestic turnover, external turnover, and total

turnover. New orders correspond to all orders received in the course of a reference month

minus the cancellations that occur in this period. They were split up in the same way

than the turnover index, and are also evaluated in current prices (value index). The

indexes of imports and exports are divided into value and volume data. The trade data

on industrial products of the Member States of the Eu (intra and extra Eu together)

and of the Eu (only extra Eu trade) was used.
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3 Methodology

Every series is treated separately with the program Tramo. The di�erent steps of the

treatment can be found in Gomez and Maravall, 1996; details are also given in Gomez,

1997. We briey summarize the di�erent tasks performed below.

A test for the log-level speci�cation based on a range-mean regression is �rst com-

puted. According to the result, the data are log-transformed or not. The airline model

is then used to test for trading days and easter e�ect, and to compute a generalised

least-squares prior correction if these are found signi�cant. In our experiment, the

trading days regressors have been speci�ed as made up of 6 variables plus a length-

of-month index, while an easter e�ect variable has been speci�ed so as to describe an

e�ect lasting 8 days (see, for example, Bell, 1995). Then a search for the di�erencing

orders of the Arima model starts. The procedure is based on the results of Tiao and

Tsay (1983) and of Tsay (1984). Broadly, autoregressive polynomials and Arma mod-

els are sequentially �tted to determine the number of autoregressive unit roots. Once

the di�erencing orders have been selected, identi�cation of the Arma model orders is

performed on the basis the Bic criterion (see Hannan and Rissanen, 1982). The search

puts the emphasis on low order and on balanced models; the model with maximum

order that may be considered is (3; 2; 3)(1; 1; 1)12. Estimation is computed by exact

maximum likelihood using the algorithm in M�elard (1984).

An outlier detection and correction procedure is conducted along the lines of Chang

et al. (1988) and of Tsay (1986), with some improvements. First, outliers are detected

and corrected singularly and then a multiple regression is performed to eliminate spu-

rious ones. In our experiment, three types of outliers have been considered: additive

outlier (Ao), temporary change (Tc), and level shift (Ls). The critical value for outlier

detection has been set at 3.5, 3.7 and 4.0 for series lengths less than 130 observations,

between 131 and 180, and more than 180 observations, respectively (see Chang and al.,

1988).

In order to check whether the resulting regression model with Arima errors have

been able to adequately describe the properties of the series, an analysis of the resid-

uals has been performed. The statistics considered to check whether the residuals are
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uncorrelated white noises are the Ljung-Box Q-statistics computed on the �rst 24 lags,

and the Box-Pierce Q-statistics (denoted Qs) computed on seasonal lags 12 and 24

(see Ljung and Box, 1978, and Pierce, 1978, respectively). Independency is veri�ed by

computing these statistics on the squared residuals (Mc Leod and Li, 1983). A further

check is performed by comparing the skewness and kurtosis of the residuals distribution

with the theoretical third and fourth moments of the normal distribution. Finally, all

the models are re-estimated with 12 observations left apart for computing post-sample

predictive tests (see Harvey, 1989, p.271).

The tests rejections are reported for nominal signi�cance levels of 5% and of 1%. This

last test-size is usually not considered in applied works focusing on few time series, but

it makes sense considering low test-sizes when one is confronted to such a massive set

of series. Under the null hypothesis of correct model speci�cation, it would yield 130

series to analyse further, a number which is already costly. Considering instead the

standard 5% level on every diagnostic for deciding which series needs a more accurate

analysis could be di�cultly a�ordable for a statistical department dealing with massive

sets of series. We now turn to discussing the results.

4 Results

Table 1 shows the proportion of time series presenting a signi�cant calendar e�ect by

group of indicators. It can be seen that over the 13238 series of our sample, 35% are

sensitive to the trading days rythmn and 14% to easter recess. The results concerning

production indexes are however somewhat misleading. Normally suppliers provide Eu-

rostat with trading day adjusted production indexes as most of the economic sectors

are sensitive to the trading day rythmn. But some series may not have been subject to

that treatment, or not in a satisfying way, and consequently a signi�cative e�ect was

found in 19% of the production series. Among the four other groups, turnover series are

the most concerned by the trading days with an incidence found in 50% of the series.

Turnover series are closely related to sales, so that this result is consistent with the

general agreement that sales are highly a�ected by calendar events. One-third of new
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orders and international trade series are found sensitive to a trading days rythmn.

Table 2 shows the proportion of outliers found in every series, by type and by eco-

nomic sector. The mean number of outliers found by series is 1.25, that is pretty low.

Production is the sector where more outliers are detected (1.80 by series), while import

series are those presenting the less data irregularities (.97 by series). For every group,

the outlier-type the most often found is the Ao: 40 % of series have at least 1 Ao,

against 25% for Ls and slightly less for Tc. The relatively large number of outliers in

the production sector is due to the large proportion of Ao: more than .5 by series. The

proportion of Ls and of Tc is roughly similar among the di�erent groups.

We now examine the Arima speci�cations that have been identi�ed. Table 3 gives

mean results, still displayed by groups of series. First it is seen that from 78% to

88% of the series need a prior log-transform. For the groups where the indexes are in

current prices, this is consistent with the ination e�ect that current value variables

usually embody. But it was also needed for a vast majority of production indexes, which

are measured in volume. Besides the log-transform, very few series show a stationary

behavior: for only 4% of the series linear di�erencing was not necessary. In more that

70% of the cases, that non-stationary behavior needs both a regular and a seasonal

di�erence (��12) to be corrected. Regular di�erence or seasonal di�erence on their

own is su�cient only in very few cases (8% and 12%, respectively). Notice that the

need for a two regular di�erences is nearly never met. Seasonal unit roots are present

in more than 80% of the models �tted. Not much discrepancies between groups can be

seen with respect to the stationarity properties.

Nearly 95% of the series of every sector are described by a seasonal model. Purely

seasonaly or purely regular models were used in less than 5% of the cases, showing the

importance of multiplicative models in describing the behavior of monthly economic

indicators. Finally, 60% of the models considered were the airline model, 70% a pure

Ima and 5% a pure Ari.

The diagnostic checks on the models �tted are detailed on table 4a. We �rst discuss

the results obtained with a 5% nominal size of the tests, considering every test sepa-

rately. It is seen that the Ljung-Box statistic points to uncorrelated residuals for more
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than 90% of the series. The Box-Pierce statistic designed to indicate some remaining

correlations at seasonal lags show less than 4% departures from the white noise hypoth-

esis, that is less than the nominal size. Regarding the residuals distribution, only 10%

of the overall set of residuals show a signi�cant departure from a normal one. Yet, that

proportion reaches 24% for residuals kurtosis in industrial production indexes. It is the

sector where more Ao were found. This suggests that industrial production is subject

to some irregularities. Another feature of interest concerns the new orders group, where

11% of the residuals show some asymmetry inconsistent with the normal hypothesis.

In close agreement with the results about the residuals distribution, tests for residual

independency show that roughly 10% of the series embody some signi�cant nonlinear

structure. The group the most concerned seems to be industrial production. All the

departures found are not strongly evident: considering 1% nominal sizes for the tests

lowers the proportion of rejection to 1% for correlation and normality statistics, to 7%

for linear independency tests.

Combining the information yielded by the di�erent diagnostics is useful to understand

the overall acceptation level and the mis-speci�cations found. Table 4b displays the

results, and it can be seen that for 65% of the series not any diagnostic is signi�cant

at the 5% level. International trade series are the best described by linear regression

with Arima errors, satisfying any check at 5% in 72% of the series, while on the other

hand production series are correctly described in 50% of the cases. Lowering at 1% the

signi�cance level of every test increases the number of acceptable models from 92% to

72% for these two groups which remain the extremes, and to 86% for the overall series.

This result is pretty conforting about the capacity of Arima models with exogeneous

regressors to describe economic time series. Furthermore, if the interest centers on

models able to describe the series second moments, then it is seen on table 4b that

90% of the models �tted let residuals with white noise properties, 98% at the 1%

level. As discussed in Planas (1998), that feature is most important when the aim

of the analysis is to perform seasonal adjustment or trend extraction through optimal

signal extraction. The overall result together the high proportion of models catching

the correlation pattern of the series validates the methodological choice of an Arima-

model-based approach for publishing trends and seasonally adjusted series that some
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units of Eurostat operated (see Eurostat, 1998).

The departures from correct model speci�cation are also of interest. The distribution

of 23% of the residuals present a distribution not in agreement with a normal distribu-

tion, of 7% at the 1% level. Nonlinear dependencies are evident in 18% of the residuals,

nearly never related to the seasonal lags. That overall proportion is rather low, and

mostly due to the production indexes where roughly 30% of the series present some

evidences of nonlinearities. The relatively low proportion of models correctly describ-

ing production indexes was thus mainly due to nonlinearities in the data. Lowering

the critical value for outlier detection would have mechanically rised the number of

satisfying models found for these indicators.

It is interesting to evaluate the performances of some particular model speci�cations.

Table 5 gives the performances of the airline model, of Ima models and of Ari models,

in �tting the data. The airline model was introduced by Box and Jenkins, 1976, and it

has been very widely used both in applied works and in methodological papers. It can

be seen on table 5 that it has the appeal of correctly describing actual patterns since,

at the 5% and 1% levels, for more than 40% and 50% of the 13238 series the diagnostic

checks were satisfying. For Imamodels which are more general, that proportion rises to

48% and 62%, respectively. Ari models were less often used, and so only few are found

satisfactory in describing actual patterns. That is more related to the automatic model

procedure of the software Tramo which favors balanced and low-orders models rather

than to the actual performances of autoregressive models. Notice that if the attention

concentrates on second-order moments, then the airline model is able to deliver white-

noise residuals in nearly 60% of the cases, which is de�nitively an impressive proportion.

Finally, table 6 show the results of post-sample predictive tests. The performances

of di�erent methods for forecasting economic time series has been the subject of a

large debate in the time series literature; for an overview, see Fildes and Makridakis,

1995. We do not pursue in this direction here. Not only this would be outside our

scope, but the methodology we have used which also performs automatic corrections

for both outliers and calendar e�ects is more general that those typically involved in

these forecasting competitions. Rather, we concentrate on the proportion of series
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which could be forecast in a consistent way using regression models with Arima errors.

The results displayed in table 6 are actually very satisfying, given the relatively long in-

sample forecasting period of 12 observations: 70% of the models passed that forecasting

test at 5%, 81% at the 1% level. The best forecasted series belong to the international

trade groups, those less satisfactory to the industrial production group. This last result

is obviously related to the nonlinearities found in the production series and to the large

proportion of outliers occuring in this sector.
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Table 1 Calendar E�ects

Indicators Production� Turnover New-Orders Import Export All

# of series 2512 2206 1641 3547 3332 13238

Trading Days .19 .52 .35 .37 .32 .35

Easter E�ect .12 .23 .21 .13 .09 .14

* The production index should be provided to Eurostat adjusted for trading days; however,

for some Member States, this is only partly done.
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Table 2 Outliers

Indicators Production Turnover New-Orders Import Export All

# of series 2512 2206 1641 3547 3332 13238

Additive Outliers by Series

no AO .47 .60 .53 .69 .66 .61

1 AO .27 .26 .27 .24 .24 .25

> 1 AO .26 .14 .20 .08 .09 .14

Temporary Changes by Series

no TC .73 .78 .76 .81 .80 .78

1 TC .19 .18 .19 .16 .16 .17

> 1 TC .08 .05 .05 .03 .03 .05

Level Shifts by Series

no LS .75 .70 .80 .73 .78 .75

1 LS .19 .22 .15 .22 .17 .19

> 1 LS .05 .07 .04 .05 .05 .05

Outliers by Series

no Outlier .32 .37 .37 .43 .44 .39

1 Outlier .25 .30 .27 .32 .32 .30

> 1 Outliers .44 .33 .35 .25 .24 .31

Mean # of Outlier by Series

1.80 1.34 1.41 .97 1.00 1.25
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Table 3 Model Fitted

Indicators Production Turnover New-Orders Import Export All

# of series 2512 2206 1641 3547 3332 13238

Di�erencing and Stationary Behavior

Logs. .78 .88 .82 .83 .88 .84

Stationary Series .01 .02 .06 .06 .06 .04

Minimum Di�erencing Required

� .02 .06 .12 .10 .12 .08

�2 .00 .00 .00 .00 .00 .00

�12 .15 .12 .11 .11 .11 .12

��12 .81 .80 .71 .74 .70 .75

Model Speci�cation

Seasonal Lags .98 .98 .94 .93 .92 .95

Purely Seasonal .01 .02 .05 .02 .03 .03

Airline .65 .60 .56 .62 .60 .61

Ima .75 .70 .67 .72 .71 .71

Ari .02 .03 .08 .05 .07 .05
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Table 4a Diagnostic Checking

Indicators Production Turnover New-Orders Import Export All

# of series 2512 2206 1641 3547 3332 13238

Uncorrelated Residuals

Ljung-Box

at 5% .92 .90 .91 .95 .96 .93

at 1% .98 .98 .98 .99 .99 .99

Box-Pierce

at 5% .94 .95 .96 .97 .97 .96

at 1% .99 .99 .99 1.00 1.00 .99

Normal Residuals

Skewness

at 5% .87 .90 .89 .93 .93 .91

at 1% .96 .98 .98 .99 .99 .98

Kurtosis

at 5% .76 .88 .91 .95 .95 .90

at 1% .86 .94 .97 .99 .99 .95

Independent Residuals

Ljung-Box on Squared Residuals

at 5% .78 .84 .88 .90 .90 .87

at 1% .87 .92 .95 .96 .96 .93

Box-Pierce on Squared Residuals

at 5% .82 .89 .91 .95 .95 .91

at 1% .89 .95 .97 .98 .98 .96
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Table 4b Diagnostic Checking

Indicators Production Turnover New-Orders Import Export All

# of series 2512 2206 1641 3547 3332 13238

Not any signi�cant statistic

at 5% .50 .60 .64 .72 .73 .65

at 1% .72 .82 .87 .91 .92 .86

Models yielding uncorrelated residuals

at 5% .88 .87 .88 .92 .93 .90

at 1% .97 .97 .98 .99 .99 .98

... and normally distributed

at 5% .63 .73 .74 .83 .84 .77

at 1% .83 .91 .93 .97 .97 .93

Evidence of nonlinear dependencies in residuals

at 5% .30 .21 .18 .14 .13 .18

at 1% .19 .12 .08 .06 .05 .09

... related to seasonal behavior

at 5% .08 .06 .06 .04 .03 .05

at 1% .05 .04 .02 .02 .01 .03
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Table 5 Models Performances

# Acceptable Models by Series

Indicators Production Turnover New-Orders Import Export All

# of series 2512 2206 1641 3547 3332 13238

Airline

Not any signi�cant statistics

at 5% .34 .37 .38 .46 .46 .41

at 1% .48 .50 .50 .56 .56 .53

... letting uncorrelated residuals

at 5% .58 .55 .50 .57 .57 .56

at 1% .64 .60 .55 .61 .60 .60

Ima

Not any signi�cant statistics

at 5% .39 .43 .44 .53 .53 .48

at 1% .55 .58 .60 .66 .66 .62

Ari

Not any signi�cant statistics

at 5% .01 .02 .05 .03 .05 .03

at 1% .01 .02 .06 .04 .06 .04
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Table 6 Post-Sample Predictive Tests

Indicators Production Turnover New-Orders Import Export All

# of series 2512 2206 1641 3547 3332 13238

Proportion of satisfying forecasts

at 5% .66 .69 .66 .72 .73 .70

at 1% .76 .81 .77 .84 .83 .81
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