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Abstract -

Abstract

This paper examines the state-of-the-art methodologies that are available to measure and
communicate uncertainties on official statistics in reports, publications and online resources. Our aim
is to investigate the available tools for a more accurate representation of inherent uncertaintes
underlying economic and social statistics. For a complete assessment, we evaluate different
categories of uncertaintyranging from sampling and non-sampling ones to conceptual uncertainty. We
also briefly address some aspects of uncertainty, not necessarily related to its measurement, which
could help in better understanding and interpreting it. Moreover, we discuss the quantification of
uncertaintythrough quantitative methods and we investigate differentcommunication tools applied by
prominent European agencies. Overall, our analysis shows thatthe fan-chart— used by the Bank of
England to communicate inherentuncertaintyin their forecasts — mightserve as a particularlyuseful
tool also for official statistics. Starting from this consideration we present an extensive empirical
application aiming at measuring total uncertainty. The methodology is based on recent work
undertaken at policy making institutions such as the Bank of England. Our empirical application deals
with key macroeconomic indicators of the euro area largest economies. Further, together with some
concluding remarks, we formulate a first series of recommendations addressed to statistical
authorities.
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Introduction

Statistical offices and other public agencies producing statistical data usually communicate a variety
of official economic and social indicators to the public, in general as single values (normally
corresponding to the central pointestimate). This is done withoutexplicittymentioning the associated
inherentand unavoidable uncertainty. While the technicaldocumentation associated with such publicly
available official data often acknowledges the possible presence of errors, little is done to communicate
widelysuch features, letalone accountfor the effects that such errors, and, in general the associated
uncertainty, have onthe decision-making of private and public agents.

While it is difficult to derive a valid scientific or professional explanation for this circumstance,
Manski (2019) argues that one possible reason for this status quolies inthe partly political nature of
official statistics. He argues that policymakers or other public agencies maybe incentivised to express
strong certitude in their communication rather than providing further information aboutthe underlying
and inherent uncertainty. However, conveying strong certitude about data or economic analysis can
be harmful for the development of public policies in multiple ways. For instance, if policy makers
incorrectlybelieve thatexisting statistical analyses provide an errorless description ofthe current state
of the economyand accurate predictions for future developments, theywill nottake into proper account
the underlying uncertaintywhen taking their decisions. More generally, policyand decision makers will
struggle to properlyunderstand, learn from and deal with inherentuncertaintyifthe latter is not properly
communicated. Lastbutnotleast, communicating official statistics with strong certitude leads to further
difficulties because of the way that third parties, and in particular the mass-media, disseminate this
information to a wider audience, namelybylargelytaking them atface value, which maylead to further
miscommunication. On the other hand official statisticians are often worried about the uncertainty
associated to their statistics. More specifically they are worried by the possibility that showing the
uncertainty affecting statistics they are producing could lower their credibility. Furthermore, they
consider that uncertainty, especiallywhen it is relatively high, could confuse or even mislead users
especially policy makers and analysts. This might explain, even if it does not justify completely, the
traditional conservative position taken by official statistical agencies. Nevertheless, as we will see later
in this document, things are starting to move, even if slowly, and the attention to all aspects related o
the uncertainty in official statistics is progressively growing up. The present paper focuses on the
review of existing works that categorise sources of errors and uncertaintyin official statistics and data
releases; provide a quantification of such uncertainty; and promote tools for communicating such
uncertainty to private and public agents. While our focus primarily lies on economic data, our review
of such work will also include contributions from other scientific disciplines such as meteorology,
political and other sciences.

In particular, starting with the first strand of the review, we will distinguish among various sources of
error and uncertainty. Such sources include sampling uncertainty, where the use of small or biased
samples can lead to errors with respect to an unknown population quantity of interest such as, e.g,,
national accounts data (consumption, investment) or real activity data (industrial production). Such
uncertaintyis characterised byareduction in magnitude as more and more surveyand other granular
data become available, leadingto revisions in official releases of data which are, therefore, referred to
as revision errors. Asecond source of uncertaintyis methodological, related for example to the use of
more appropriate methodologies to gather and aggregate data overtime. Such errors do not diminish
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over time for particular data periods and so are separate from revision errors. Finally, we have
conceptual uncertainty raising out of the fact that measured data may not fully correspond to the
economic conceptoneis trying to measure and analyse. Such errors cannot easilybe analysed, unless
one uses an economic modelto provide some structure on the data thatare available. Since Mazzi et
al. (2020) measuring already provided an exhaustive survey of the various sources of error and
uncertainty, here we will only provide a short summary, focusing on those aspects that are more
relevant for uncertainty quantification and communication.

The second strand ofthe literature we will explore focuses on quantifying uncertainty. In particular, we
will review models and other techniques used by statistical agencies and other policy making
institutions to quantify uncertainty and measurementerrors. This includes a wide variety of tools and
methods, ranging from informal rules of thumb to more fully specified and complex econometic
models. Tools from various other disciplines, including hard sciences, will be also reviewed and
commented on, focusing on those thatcould be ofuse in an official statistics context.

The third strand of the survey will explore the more public facing aspect of dealing with errors and
uncertainty, reviewing how statistical agencies and policymakers discuss and presenttheir views and
estimates of uncertaintyin official documents.

The final contribution of this paper is a detailed empirical application. This considers recent work
undertaken at policy making institutions such as the Bank of England, which, also as noted by
Manski (2015a), has been leading the wayin the past30 years in analysing and communicating data
and forecastuncertaintythrough the use of tools such as the fan chart for inflation and GDP growth.
Here we are extending this approachto deal with official statistics and we applythe model to measuring
uncertaintyof some keymacroeconomic indicators ofthe euro area and its largestmember countries.

The restof this paperis structured as follows. Section 2 introduces different categories and sources of
uncertainty in official statistics. This section provides a high-level overview; then section 3 describes
further aspects of the uncertainty which could help in better understanding and interpreting this
complexphenomenon; section 4 introduces more quantitative approaches. Section 5 provides an in-
depth summaryoftools usedto communicate differentuncertainties. Section 6 discusses a number of
examples, with a particular focus on the fan-chart used by the Bank of England, as it provides an
effective way to communicate uncertainty and it is often mentioned in the media. Finally, sections 7
and 8 presentour main methodological contribution and empirical results.
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Categories and sources of
uncertainty

As alreadytouched on in Mazzi et al. (2020), official economic and social statistics inherently carry
uncertainties or errors dueto the way they are compiledas wellas to the factthat the phenomena they
measure are often latent and not directly observed. This inherentuncertaintyor error can be defined
as the difference between the estimated and the true population value. This section criticallydiscusses
and reviews different categories and sources of those uncertainties. While the focus of this report is
differentfrom thatin Mazzi et al. (2020), parts ofthis sectionmaydisplaysome overlap with previously
discussed concepts. To reduce the overlap, we focus on those aspects that are particularly relevant
for the quantification of uncertaintyand its communication.

Statisticians and statistical offices have soughtto categorise and communicate uncertainties in various
ways. Morgenstern etal. (1963) presented one ofthe mostcomprehensive work on this topic and they
emphasised thatthe examination of accuracyhas been more neglected byeconomists than bynatural
scientists, while obsening the same sources of error or uncertainty in both disciplines. For example,
as pointed out by Manski (2015b), Manski (2019) and van der Bles et al. (2019), headline flash
estimates, nowcasts and forecasts are often presented as point estimates, arguably conveying a
misleading degree of reliability, without explicity expressing some underlying and inherent
uncertainties. Another research worth mentioning is Pliumper and Neumayer (2012).

This section explores and criticallyevaluates this strand of literature in further detail byfocusingon the
two mostcommonlyestablished sources of uncertainty: sampling and non-sampling uncertainty, e.g.
see Heckman (1979) Mazzi etal. (2020). While sampling errors applyto sample surveys, non-sampling
errors apply to administrative records and surveys, including censuses for instance. The total
uncertainty associated with a statistic, therefore, in principle, comprises both sampling error and non-
sampling error—the total survey error. However, quantifying the total uncertainty or total survey error
is complicated, especially with regard to quantifying non-sampling errors. Last but not least, we will
also consider conceptual uncertaintywhich mayarise out of the fact that measured data maynotfully
correspond to the economic conceptone is trying to measure and analyse.

It is importantto considerthese issues as,when it comes to economic statistics, a recurring criticism
is that agencies do not always indicate clearly enough, or even explicitly state, the existence of
sampling and non-sampling uncertainties.

2.1 Sampling uncertainty

Official economic and social statistics are exposed to samplinguncertainty, which arises whenever an
analysis is conducted on a subsample of the population to draw conclusions on the population values.
Sample uncertaintyinevitablyoccurs due to a subsampleselectionand is predominantlydriven by the
samplesize and its bias (e.g.see Heckman (1979)). In economic and social statistics, small or biased
samples can lead to errors with respect to an unknown population quantity of interest, such as eg.
national accounts data (consumption, investment), real activity data (industrial production) and many
others —for examples see Chang and Li (2018), US DepartmentofLabor, Bureau of Labor Statistics
(2019) or UK Office for National Statistics (2019). However, the problem is by no means exclusive o
economic and social statistics, butit occurs in many other disciplines, for example in marketing (see,
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Assael and Keon (1982)), fluid mechanics (see, Benedict and Gould (1996)) or neuroscience (see,
Varoquaux (2018))to name a few.

In contrastto non-sampling uncertainty, sampling uncertaintycan usuallybe quantified, as pointed out
by Manski (2019). Common measures include standard error (SE), relative standard error (RSE) or
mean squared error (MSE). However, other measures exist — for example see Goedemé (2013) or
Mevik (2004).

Sampling errorsinevitablyarise because notall unitsin the population are measured. Ifa sample from
the population is chosen randomly, for example, then each random sample will involve sampling some
differentunits, and this implies thateach sample will produce differentestimates. When there is great
variation among the samples drawn from a given population (i.e. there is greater variability in the
population), the sampling error can be high. It follows that there is a larger chance of the survey
estimate being further awayfrom the true population value. Sample uncertaintyis typically influenced
by a number of different factors, including the sample size (larger sample sizes reduces sample
uncertainty), variability in the population (greater variability increases sample uncertainty), survey
sample design, and the estimation methodused.

One key aspectaboutsampling errorsin economic and social statistics is thatthose statistics can be
(and usuallyare) revised overtime. This means that official statistics maygetamended retrospectively
as more information becomes available. More information evidently means a larger sample size. In
other words, the sample size increases overtime, resulting in diminishing sampling errors overtime,
whichis why this is referred to as transitoryuncertainty. Another factor generating revisions is due o
the use of an incomplete set of information, especially when compiling rapid estimates. This means
working with a sample covering not the full period of time (e.g. only one or two month of the quarter)
orwith asampleforwhichnotthe involved units have not provided information on time. These generate
the so-called trade-off between timeliness and accuracy Mazzi and Ruggeri-Cannata (2017): the public
is interested in getting official statistics measuring important economic phenomena as soon as
possible, butifthe datarelease happenstoo earlyitwill be subjectto substantialuncertaintyand larger
revisions. In this respect, a formal quantification of the uncertaintycan be helpful both to the public, to
understand the reliability of the rapid estimates, and to the official statistical agencies, to understand
the proper release time to guarantee a sufficientlevel of data accuracy and reduce the need of
subsequentlarge revisions.

2.2 Non-sampling uncertainty

A detailed overview of non-sampling uncertaintyand its different types has been provided recently in
Mazzi etal. (2020). This section, therefore, only briefly summarises previous findings. The preceding
section outlined how uncertaintycan arise from using samples instead ofthe entire population. Non-
sampling uncertainty, on the other hand, arises from the design, data collection and processing
methods used and can therefore be associated with the methodologyused, rather thanbeing a functon
of the sample chosen, Bank of England (2014).

In comparisonto sampling uncertainty, non-sampling uncertaintyis much harderto quantify, which is
arguably one reason why it is hardly ever explicitly stated in the meta-data accompanying official
statistics. Yet, the extent of non-sampling errors can be mitigated through good survey design and
practices, such as data cleansing, imputation and other techniques. Yet, non-sampling errors are in
general independent of the sample size, Morgenstern et al. (1963), actually they can even increase
with the samplesize. Moreover, theydo not diminish over time with the arrival of additionalinformation,
and so are conceptuallydifferentfrom revision errors.

A common typologyof non-sampling uncertaintyis based on a decomposition into five elements, e .g.
see Biemer and Lyberg (2003), including specification, coverage, non-response, measurement and
processing uncertainty.

Good practices to tackle non-sampling errors include ESA 95, respectivelyits revision ESA 2010 by
Eurostat. Theirgoalis itto align nationalaccounts in Europe withinternational standards of the System
of National Accounts (SNA) and therefore has a standardising effect.

eurostatm Measuring and communicating uncertainty in official statistics: State of the art and perspectives 9
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2.3 Conceptual uncertainty

Last but not least, one should also consider conceptual uncertainty, which arises out of the fact that
measured data may not fully correspond to the economic concept one is intending to measure and
analyse. Similarlyto non-sampling uncertainty, this type of uncertainty is difficult to quantify and
analyse. Specific expertise in each respective field is generally needed to minimise this type of

uncertainty.
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Further aspects of
uncertainty

Uncertainty is a complex multidimensional phenomenon which needs not only to be adequately
measured and communicated, but also properly understood and interpreted. In particular, looking at
the uncertainty phenomenon in official statistics, there is a number of aspects which appear almost
orthogonal to the categories discussed above and which do notinfluence eitherthe measurementor
the communication of uncertainty, but the way in which it is perceived and understood. Such aspects
are mainlyrelated to data characteristics and specificities (e.g. frequency, flow versus stock data, etc)
and to the characteristics of data production process (i.e. date generating process). These aspects
can affect our a priori perception on the uncertainty associated to a given statistical variable and help
us in better assessing the realised uncertainty once estimated. For this reason various aspects
considered in this section can be used as a setof meta-data associated to the uncertainty measures,
providing users with relevant information for better understanding and interpreting the uncertainty
associated to given statistics. In this section we shortly discuss some of them. Before going on with
our discussion, itis importantto clarify one essential point. In mostcases, the various aspects we will
discusslaterin this section are notlinkedbya clear causal relationwith eitherthe presence orthe siz
of uncertainty. Instead they can offer a number of alternative scenarios, depending on a number of
factors such as the sampling structure, the applied production methodologies, and so on. For this
reason, inour description we only presentsubjective considerations reflectingour pastexperience, not
pretending to cover all possibilities.

3.1 Uncertainty and datatypology

Various socio-economic phenomena that official statistics aim to measure can be characterised by
differentdegrees ofvariability and volatility. The higherthe variability and volatility of a phenomenon,
the more complexis its estimation. Consequently, it is possibleto assume that statistical measures of
a phenomenon characterised byhigh variability and volatility tend to be more uncertain than those of
more regular ones. Looking at the data traditionally produced by statistical agencies, without
pretending to make a general assessment, we can say that flow phenomena tend often to be
characterised by high variability and volatility, which complicates their estimation, nowcasting and
forecasting. This is especially the case for volume or quantity data, such as production, or orders.
Examples are represented by the industrial production, the retail trade volume, new orders, etc. On
the other hand, prices or stocks, especially population and labour force related stocks, tend to be
characterised by smaller variability and volatility, making them relatively easier to be estimated,
nowcasted and forecasted. Obviously, this is not an exhaustive analysis of data typologies, butjusta
shortlistofexamples. We are nevertheless convinced thatitis sufficientto show thatwhen assessing
any kind of empirical measure of uncertainty, we need to have clear in mind which type of statistical
indicators we look at.

3.2 Uncertainty and data frequency

Over the lasttwo-three decades, manystatistical agencies have progressivelyincreasedthe frequency
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of their statistical production, mainly from annual to infra-annual (i.e. quarterly and monthly)
frequencies. While the production of annual data can be based on detailed surveys, conducted on
large samples, this can be realistically more complex to be done at infra-annual frequencies.
Furthermore, especially in the past, annual statistics were released with large delays, privileging
accuracy rather thantimeliness. In this context, statistics became available quite late after the end of
the year, being of little utilityfor policymaking, evaluation and monitoring, particularlyfor policiesbased
on short-term statistics (such as euro area monetary and economic policy, for example). They were
built up with the aim of having a quite low degree of uncertainty, even if mainly sampling and
methodological problems have prevented, in several cases, the achievement of this goal. To ensure
the regularand timelyproduction of quarterly and monthlystatistics, official statistical agencies hawe
been confronted to the need of simplifying their surveys, using smaller sample sizes and alternative
data sources whenever possible. This has been necessary both to reduce production costs and o
lower the burden on individuals, households, firms, etc. entering in the sampling population. Infra-
annual statistics also require a more intensive utilization of imputation, estimation and filtering
techniques than annual statistics. In this context, we can consider that there is a concrete risk of
increasedsampling and non-sampling uncertaintyin infra-annual statistics with respectto annual ones.
This can be seen as another side of the so-called trade-off between timeliness and accuracy. Infra-
annual statistics become available much earlier than annual ones, they are available already during
the year providing updated information on the economic evolutionlargelyin advance than annual ones.
The price to pay could be represented by a larger amount of uncertainty associated to infra-annual
statistics. In principle, we could assume thatuncertaintytends to increase with data frequencyeven if
this can be mitigated, cancelled or even reversed by the use of more advanced statistical techniques.

3.3 Uncertainty and the complexity ofthe production
process

Statistics can be builtup bymeans of production processes of very different complexity. Some of them
are very simple, involving only a single survey and a few statistical interventions; others can be very
complex, involving a number of different surveys and several statistical interventions, such as
estimation, calibration, imputation, balancing and so on. An interesting question which legitimately
users could ask is: ‘is there anyrelation between the complexity of the production process and the
uncertainty of statistics?’ In other words, could we assume that a complex production process tends
to generate more uncertain statistics orvice versa? As in previous cases, ouropinionis thatthere is
no uniquelydefined relation between the complexity of the production process and the presence and
size of uncertainty. In some complexproduction processes uncertainties associated to various suneys
cantendto cumulate each othergeneratingmore uncertain outputs. In other cases, theycan also tend
to, at leastpartially, cancel outeach other with beneficial effect on the outputuncertainty. Furthermore,
often in complexproduction processes, statistical procedures explicitlydesigned to mitigate uncertainty
are usedin orderto enhancethe reliabilityand the accuracyof the final output. The production process
of the GDP is a good example of how a complex production process can generate a statistc
characterised usually by a moderate degree of uncertainty. Furthermore, looking at production
processes of different degrees of complexity, we can say that for simple production processes the
uncertainty is much easierto be measured, understood and interpreted than for complexprocesses.
Finally, we can say that, especiallyin case of complexproduction processes, their knowledge can be
particularly helpful in guiding policy makers, analysts and users in better interpreting and assessing
uncertaintyassociatedto their output statistics.

3.4 Uncertainty,transparency and replicability of the
production process

Developing as much as possible transparent production processes is a common objective to almost
all statistical agencies. By contrast, developing replicable production processes is more a dream than
a realistic objective, especially when production processes are very complex. In this respect,
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replicability should be seen as the frontier of the transparency. An interesting question is whether or
not transparent and even replicable production processes can help in producing less uncertain
statistics. Unfortunately, once again, the answer is not easily found, as for example it is possible
make very transparenta low quality production process which produces biased, inconsistent, and too
volatile statistics. If we restrictthe class of production processes onlyto good and well-designed ones,
based on soundmethodologies and robustsampling schemes, the situationcan be seen in a different
way. As before, in this case the abilityof reducing uncertaintyis coming from the characteristics ofthe
production process and notfrom its transparency. Nevertheless, ifa good production process is made
transparent, this can contribute to show that, with the given data setand tools, itis hard to do better in
terms of uncertainty associated to the produced statistics. This fact will be a positive element for
statistical agencies and itcan increase their credibilityand reputation.

eurostatm Measuring and communicating uncertainty in official statistics: State of the art and perspectives 14



Quantification of
uncertainties

The previous sections have, on one hand, given an overview of the main issues arising from inherent
uncertaintiesin official statistics. This section, on the other hand, focuses on various different methods
— some less quantitative while others more quantitative — which are used to deal with the data
uncertainties. When itcomes to quantifying uncertainties across various disciplines, different strategies
are applied, ranging from rules ofthumb to more fully specified and complexeconometric models. In
the following, we will focus on the former first, before introducing more quantitative models. Moreover,
the approaches presented mainly relate to sampling uncertainty, as the other types of uncertaintes
cannotnecessarilybe quantified.

Stigler (1986) displays a history of statistical modelling prior to the 20th century. He shows how
fundamental tools such as regression, least squares and correlation or association analyses were
developed. Those tools also include test statistics, which inherently allow for ‘inference under
uncertainty’, according to the critical values chosen. By referring to other authors such as Groves
(2004), stigler promotes the idea of a supermodelwhich can process and incorporate multiple sources
of uncertainty. To uphold this approach, one focus of this section lies on Cunningham etal. (2012b),
who introduced a state space approach to extract signals from uncertaindata, which is targeted to be
appliedin economics.

4.1 Less-quantitative approaches

One less-quantitative approach is to multiplypredictions with a constant. This is done, forexample, in
civil engineering where itis well-known that certain loads are inherently statistical / stochastic. For
instance, when designing a structure and taking loads resulting from snow into account, the engineer
does not know for certain how much snow there will be in the future. However, there are specific
standard values depending on the geographic location of the structure which are organised in
European norms called Eurocodes. Moreover, because snow is a varying force, the Eurocodes
introduce so called partial safetyfactors which are constantfactors by which the standard values are
multiplied. The reasoning behind this is that loads have specific unknown distributions implying that
extreme values are statisticallypossible. Atthe same time, the constructionsector onlyallows for very
small probabilities of failure. The standard values can be translatedinto average values whichare then
increased bythe partial safety factor. This is a very effective mechanism. However, when comparing
such an approach to economics it becomes obvious that engineering is only concerned about
maximum values, as this equatesto the maximum force a structure mustwithstand. This is inherenty
differentfrom economics, where we are interested in both directions of predictions.

An approach related to the above-mentionedstrategyis usedbythe Federal Open Market Commitee
(FOMC) to communicate uncertaintyabouttheir predictions in their Minutes ofthe FOMC, see Money
and Banking (2019). In particular, the FOMC uses pastprediction errors to quantifyfuture uncertainty
aboutforecasts. To be more specific, suppose thatthe median projection for the unemploymentrate
for 2021 is 3.9 percent, with an errorrange of plus or minus 1.7 percentage points, where this value is
based on pastforecasterrors as explained in more details below. This tells us that, assuming normality
and given historical experience, there is a 70 percentchance thatin 2021, the unemploymentrate wil
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be between 2.2 and 5.7 percent. While at first sightthis approach seems very similar to the fan-chart
method, which is used by the Bank of England, it is instead distinctively different, as discussed in
section 6. Of course, one majordrawback ofthis approachis that past predictions are byno means an
accurate indicator for future accuracy. One could argue that in less-volatile times predictions maybe
more accurate, indicatingless uncertainty. However, if macroeconomic conditions change quickly such
apparent past accurate predictions may not be reliable future indicators any more. The confidence
interval around the median projected values is based on rootmean squared errors ofvarious private
and government forecasts made over the previous 20 years. The confidence interval is not strictly
consistentwith the projections for the federal funds rate, primarilybecause these projections are not
forecasts of the likeliest outcomes for the federal funds rate, but rather projections of participants’
individual assessments of appropriate monetarypolicy. Still, historical forecast errors provide a broad
sense ofthe uncertainty around the future path of the federal funds rate generated by the uncertainty
aboutthe macroeconomic variables as well as additional adjustments to monetarypolicythat may be
appropriate to offset the effects of shocks to the economy. The confidence interval is assumed to be
symmetric, except when itis truncated at zero, the bottom of the lowest target range for the federal
funds rate that has been adopted in the pastby the FOMC. A natural counterpartof this approach in
the context of official statistics would be to use pastrevisionerrors to provide measures of uncertainty
around the various data releases for each variable of interest.(°)

4.2 Quantitative approaches

Clogg and Dajani(1991) arguethatitis the main purpose of a statistical modelto explicitly capture the
sources ofuncertaintyso thatthey can be quantified. Taking this philosophyinto account, this section
provides an overview of more quantitative econometric models for uncertainty quantification.

Knlppel and Schultefrankenfeld (2019) examine the quality of inflation forecast uncertainty data
provided by several central banks using the same methods as those employed to analyse survey-
based measures offorecastuncertainty. They focus on data ofthe Bank of England, the Banco Central
do Brasil (the Brazilian central bank), the Magyar Nemzeti Bank (the Hungarian central bank) and the
Sveriges Riksbank (the Swedish central bank) because theyare particularlysuited, on accountoftheir
nature and scope, for this purpose. Much like the survey-based measures offorecast uncertainty, they
find that the central bank data they examine in their paper exhibit certain biases. The statistical
evidence for these biasesis notparticularlystrong, however.

The evaluation of densityforecasts issued by central banks has mostlyfocused on the Bank of England
with important contributions by Clements (2004), and Mitchell and Hall (2005). The asymmety
incorporated in central banks’ density forecasts is studied in Knlppel et al. (2012). However, the
dispersion of central banks’ forecast densities, i.e. uncertainty forecasts, has not been investigated
explicitly yet. But, interestingly, when the Bank of England densityforecasts fail to pass tests for correct
specification, this is often explained by the excessive width of its fan charts, i.e. its excessively large
uncertaintyforecasts, as done in Clements (2004), Wallis (2004), and Dowd (2007).

Conditionalmean forecasts aretypicallyevaluated with respectto their optimalityusing measuressuch
as their bias and efficiency. Knuppel and Schultefrankenfeld (2019) do the same for conditional
uncertainty forecasts. With respect to bias, they investigate whether the ex-ante uncertainty, i.e. the
uncertainty surrounding a central bank’'s mean forecast, coincides, on average, with the ex-post
uncertainty, i.e. the size ofthe realized forecasterrors ofthis mean forecast. The objectto be evaluated
is the forecastfor the squared error of a corresponding conditional h-step-ahead mean forecast. The
expected squared erroris given by

2 2 .
Gt+h|t:E[et+h|t|It]zE[(yt+h—yt+h|t)2|It]v (1)

(B)In economicsand financethere isa recent surge led to the construction of uncertainty indiceslike in Bakeret al.
(2016), Rossi and Sekhposyan (2015) and Jurado et al. (2015), where the latter two actually rely on measuresof
forecast uncertainty.
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where lt is the information set of the forecaster in period t and yt+h denotes the value of the target
variable in period t+h. The variable )?Hh't is the corresponding conditional mean forecast made in

period t which coincides with E[yt+h|[t] onlyin the case of mean forecast optimality. The variable

A o 2
et+h|t is the forecasterror of the forecast yt+h|t .It should be stressed that Gyt depends on the mean

A . i . 2 . A
forecast yt+h|t , implying thatall evaluations of forecasts for Gtehit are conditional on yt+h|t .

; A2 2 :

The forecastfor Gy is denoted by Stehtt In Clements (2014) Grentt IS labelled ex-ante uncertainty,
while Gt2+h|t is referred to as ex-postforecastuncertainty, because itcannotbe assessed before yt+h
. If, for instance, the forecastdensityis normal, the ex-ante uncertaintydetermines the width ofa 95 %
2

interval as ﬂ'966t+h|t

2 . . .
, and the forecaster expects the forecasterror €. to liein this interval with

A2
a probabilityof0.95. Independentlyofthe distribution ofthe forecastdensity, Gy.py is the forecasters

- 2 2.
prediction for the expected squared forecasterror E[et+h|t|[t] .The squared forecasterror €y itself

is a noisy measure for the unobservable ex-post forecast uncertainty Gy, with their relationship

. . 2 2 .
being given by €y =G +v,,, with E[v, [1]=0 .

One approach to forecast uncertainty or future variance is to use a simple Bayesian autoregressive
(AR) model

p
y=c+ 2 0y, +u (2)

with Uy iid yv(ogﬁ) and uninformative priors, with a uniform prior on c,el,ez, ""ep and a Jeffrey's

prioronc,, With Yt denoting the lastavailable observation, samples from the joint predictive distribution

of (yt+1|t’yt+2|t’""yt+H|t) can be generated employing the algorithm described in Karlsson (2013).

For example, one can use the variance

2
Stihit™Va Dyl @)

as the uncertaintyforecast. Each time the model is estimated, the lag length p will be determined by
the BIC criterion, with the largestvalue of p considered being equal to a pre-specified limit. It may be
of interest, that the Diebold etal. (1997) test can be used to testfor equal accuracy of two competing
forecasts.

Another approach is to introduce explicit representatives of uncertainties in econometric models.
Building on preliminarywork by Howrey (1978), Cunningham etal. (2012b) presenta model which is
built on the fact that statistical agencies revise their initial publication in the light of newly available
information or methodologicaladvancements. Itfollows that, as long as revisions tend to improve data
estimates—i.e.moving them closer to the truth —the problem boils downto predictingthe cumulatve
impact of revisions on the latest estimates of current and past activity. The model draws on the
revisions history to proxy the uncertainty surrounding the latest published estimates. For example, it
establishes the extentto which prior views on economic activity should evolve in light of new data and
any other available measures, such as business surveys. The model produces estimates ofthe ‘true’
value of the variable of interest, a backcast, that can be used as a cross-check ofthe latestpublished
official data, or even to substitute forthose datain any economic applications. Here we are not going
to provide a detailed description ofthe model, butwe onlyconcentrate on how uncertaintyis quantified
within the model atthis point.

eurostatm Measuring and communicating uncertainty in official statistics: State of the art and perspectives 17



Quantification of uncertainties

Letthe m dimensional vector of variables of interest that are subject to data uncertainty attime t be
denoted by Yio t=1,2,...,T. The vector Yy contains the unobserved true value of the economic concept

of interest. We assume thatthe model for the true data Yi is given by
q
yt:l“' ZAiyt_ﬁSt, 4)
i=1

where A AOI are m x m matrices, A(L)=1-A

1 L—...—Aqu is a lag polynomial whose roots are

1

outside the unit circle, |, is a vector of constants, g=(e ", and Ele,€]=2, where the main

1t""’8mt)

. . 2 2 )
diagonal of28|s denoted by"g:(%l"“'%m) and Al""’Aq are diagonal.

+
Let yz n denote a noisy estimate of ytpublished by the statistical agency at time t+n, where
n=1,2,...T-t . The modelforthese published data is

t+n t+n
Vi :yt+cn+vt , (5)

+
where ¢"is the bias in published data of maturity n and VE n the measurementerror associated with
the published estimate ofyt made at maturity n. One of the main building blocks ofthe modelis the

assumption thatrevisionsimprove estimates so that official published data become more accurate as
they become more mature. Reflecting this assumption, both the bias in the published estimates and
the variance of measurementerrors are allowed to vary with the maturity of the estimate, as denoted

by the n superscript. The constantterm ¢" isincludedto permitconsideration of biasesin the statistical
agency's dataset. Specifically, it is modelled as

cn:cl(1+k)n_1, (6)

where clis the bias in published data of maturityn=1 and A describes the rate atwhich the bias decays
as estimates become more mature (—1<A<0). This representation assumes that the bias tends
monotonicallyto zero as the estimates become more mature. Moreover, the model assumes thatthe

t+n - e . .
measurementerrors v, are distributed normallywith finite variance. The model alsoallows for serial

correlationin y'*". Specifically, the serial correlation in the errors attached to the data in any release
published att+n are modelledas

ttn 2 ttn tn
Vi = ElBin—i e 0

where Biare mxm matrices, B(L)=1-B L—...—Bpr is a matrixlag polynomial whose roots are outside

1

t+n, t+n.’

n t+n' N
gmt) and Ele, (g )]—28 as the models allows for

t+n_ t+
t =(eq

heteroscedasticityin measurement errors with respectto n. This imposes some structure on vy

the unit circle, and ¢

t+n
t

because the model assumes a finite AR model whose parameters do not depend on maturity. The
representation picks up serial correlation between errors attaching to the various observations within

each data release. Furthermore, the model assumes that Bl""'Bp are diagonal. Moreover, it is

+ t+n
assumed that sJ,E A and therefore 2 display heteroscedasticity with respect to n. Specifically, the
o n. 2 2 2, 2 t+n 2.
maindiagonalofz ismodelledas ¢ =(s n,...c n) ,whereg n=E[(e. )2] . The modelforg . is
€ en g e g it g
given by
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2 2 n-1
=g 1(1+8) -, ®)
Gan 0'81( )

2 . . . . .
Where 1 1s the variance of measurement errors at maturity n=1 and & describes the rate at which
€

variance decays as estimates become more mature (—1<<0). This representation imposes structure
on the variance of measurementerrors, because itassumes thatthe variance declines monotonically
to zero as the official published estimates become more mature whichis supported by Kapetanios and
Yates (2004b). Furtherinformation and empirical implementation are provided in Task-03.

Moreover, as mentioned insection 2.1, the measurement of error mayalso change due to an increased
sample size, and therefore national statistics often times revise previous releases as more data
becomes available. As alreadymentioned, the main focus ofthis reportis on economic statistics but,
whenever possible, we try to provide a wider view, looking also at other branches of statistics,
especiallysocial statistics.
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5.1 Importance ofthe communication of uncertainty

As mentioned in the introductory section 1,the communication of uncertainty in economic and social
statistics is offundamental importance. To illustrate the reason whythis is so, one could consider the
opposite case, namely a situation in which official reports or similar publications intentionally neglect
uncertainties and therefore do not communicate their existence at all. Such a scenariowould leadto
wrong conclusions about the certitude of the matter. This in turn may lead to subsequent political,
financial, social or economic decisions which are not correctly factoring in those uncertainties and
consequentlymay lead to increased risk. Even more so, it would raise questions such as why was a
certain statistic revised after some time ifit was communicated with certitude in the firstinstance? and
therefore may cause distrustin future publications.

Thus, communicatinguncertainty explicitlyprovides a clearer picture ofthe matter and is in the interest
of all stakeholders. There are not only benefits for the consumer of economic and social statistics
(more holistic picture) butalso for the publishing bodyitself, as the clear communication of uncertainty
enables the publishing bodyto reduce its exposure to criticism, enables the wider public to engage in
a more meaningful interpretation and debate, and promotes transparencyin general.

However, the motivation for whythe communication is importantmaydepend on the specific publishing
authority or agency. For example, central banks mayhave an interestin controlling marketvolatilites
while national statistical agencies may strive for genuine accuracy and consequently may have little
political motives.

Moreover, through the communication it must also be clear that there is a fundamental difference
between communicating uncertainty which may be inherentin a phenomenon and communicating
uncertaintywhich relates to the measurementofa phenomenon. Or, in otherwords, has the matter of
interestan intrinsic uncertainty, or is simplythe measurementofthe matter uncertain? It follows that
a clear communication of uncertainty should tackle all the issues mentioned above and also make
clear to the consumer of economic and social statistics that measuring uncertainty is inherenty
different from communicating it. In the following we concentrate on the communication aspect, as
previous sections introduced concepts ofthe measurement.

5.2 Specific communication tools

The communication of uncertainty depends on what kind of uncertainty one is concerned about. In
general, one can differentiate between the two fundamental levels of uncertainty: direct and indirect,
as Bles et al. (2019) argues. Direct uncertainty refers to the uncertainty about a fact, number or
scientific hypothesis. It follows, that it can be communicated either in absolute quantitative terms, for
instance a probability distribution or confidence interval, or even expressed relative to alternatives,
such as likelihood ratios, or given an approximate quantitative form, verbal summary and so on. On
the other hand, indirect uncertainty refers to the uncertainty in terms of the quality of the underlying
knowledge thatforms a basis for any claim abouta fact, number or hypothesis. This will generallybe
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communicated as a list of caveats about the underlying sources of evidence, possibly amalgamated
into a qualitative or ordered categorical scale.

One can further categorise the differentforms of communication for direct uncertainty, as done by der
Bles etal.(2019). Those categories include full explicitdistribution, summaryof a distribution, rounded
number range or an order of magnitude assessment, predefined categorisation of uncertainty,
qualifying verbal assessment, listof possibilities and scenarios, informallymentioning the existence of
uncertainty, no mentioning of uncertainty, explicitdenial of existing uncertainty.

Relative uncertainty about competing hypotheses or values for a measure can also be expressed in
different forms. Verbal comparisons include statements of the form ‘A is more likely than B’, while
numerical expressions include likelihood ratios for comparing facts and scientific hypotheses,
likelihood functions for relative support for different numbers, and comparative measures of model
adequacy, such as the Akaike Information Criterion or Bayesian Information Criterion. P-values are a
measure of conflict between data and a hypothesis, and are certainly not direct expressions of a
probability of hypotheses. However,in many circumstances theycorrespond to a specific confidence
interval for a numerical parameter.

Methods for communicating the qualityofthe underlying evidence do notgive quantitative information
aboutabsolute values or facts, but summarize the subjective confidence we have in anyclaim. In order
to attemptto assessindirectuncertainty,a number offields have established checklists to tryto assess
the qualityof evidence in as objective awayas possible. These mayrelate to either an individual claim,
such as the CONSORT system, for determining the characteristics of the claims resulting from a
randomized controlled trial, and the Maryland Scale of Scientific Methods, for determining the strength
of a crime prevention study, or the totality of evidence, attempting to take into accountthe quality,
guantity and consistency of multiple studies to give an overall assessment of the confidence we can
have in a particular assertion; see West et al. (2002) or van der Bles et al. (2019) for reviews These
tools provide the basis for systems thatattemptto communicate overall quality of evidence (although
the distinctionbetweenmethods of assessmentand methods of communication of indirectuncertainty
is rarely made).

Many methods of communicating indirect uncertainty have been developed in different fields.
Limitations in the underlying evidence might be summarized by qualitative verbal caveats, or an
ordered set of categories (which may be communicated numerically, graphically or verbally). For
example, the GRADE Working Group has established a scale for communicating the quality of the
evidence underlying claims about the effects of medical interventions, which ranges from ‘Very low
quality’, graphically represented as a single plus symbol and/or circle, to ‘High Quality’, graphically
represented as 4 plus symbols and/or circles, see Balshem etal. (2011). Other examples are the
‘padlock’ ratings used bythe UK Educational Endowment Foundation, or the US National Intelligence
Council’s recommendation that intelligence analysts provide a qualitative assessment of analytic
confidence on a high/medium/low scale. In effect, such ordered scales provide a form of ‘star-rating’
for the conclusions.

In van der Bles et al. (2019)it is argued that uncertainty can be expressed in one (or a combination)
of three different formats: visual, numerical and/or verbal. The appropriate formatin part depends on
the medium of communication, which might be written and printed official reports, online websites,
smartphone applications, printmedia, television, or spoken in person or on the radio. They therefore
considerthese two aspects offormatand medium together. However, these differentformats have the
potential to carry different levels of information and therefore choosing one is not simply a design
choice — it caninfluence the type of expression of uncertaintyavailable and its potential effecton the
audience.

Whereas numerical (numbers) and verbal (words) communication are relatively constrained in their
design, there are a variety of ways to communicate uncertainty visually. Examples of common ways
to visualize epistemic uncertainty around a number, expressed as an estimate with a range, include
errorbars, diamond, violin or fan plots as well as densitystrips. Error bars are widelyused in scientific
and other publications to illustrate the bounds of a confidence interval, but provide no indication of the
underlying distribution of the number. Other visualizations attemptto give an (approximate) idea of this
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underlying distribution: for example, diamonds, which are often used when considering treatment
effects in a medical meta-analysis, or violin plots, which are designed to give a more accurate idea of
the underlying distribution. Fan plots are designed to show the bounds of several different confidence
intervals (often coloured to emphasize the changing probability density going further from the point)
and are used, for example, by the Bank of England when communicating past and forecasted future
GDP estimates. Finally, density strips are the most accurate representation of the underlying
probabilitydistribution aroundthe pointestimate.
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The previous sections of this report gave an overview over models which can be used to quantify
inherentuncertainties across various disciplines, and tools to communicate the resulting uncertaintes.
In this section, we first provide a synthetic and non exhaustive picture of ongoing activities in a number
of statistical offices part of the European Statistical System (ESS). Then we presenta number of
examples illustrating how uncertainties are communicated to the respective audiences byother main
public agencies, such as the Federal Reserve Bank of the USA, the Bank of England, the UK Office
for National Statistics (ONS), the Swedish central bank (Riksbank). Finally, we discuss some
experiences in otherdisciplines.

6.1 Practices in the European Statistical System

OVERVIEW

We start with a synthetic and non exhaustive picture of ongoing activities related to communicating
uncertainty ina number of statistical offices within the ESS. The discussion is based on shortreports
provided by these institutions, following direct contact established by the research team. As already
mentioned, the initiatives mentioned here do notdisplaya comprehensive picture, butshould onlybe
read as examples of currentpractices.

In general, it turns out that statistical institutes document their statistics through a framework
comprisinginformationaboutthe production process, its qualityand the qualityofthe output, including
sources of errors and uncertainty. Except for sampling surveys, for which variances and standard
errors are generally calculated, the information about the sources of errors and uncertainty is rather
descriptive and not shown directly in the tables or figures disseminated. The quality and meta-data
reports, and the related meta-data structure (i.e. SIMS) were mentioned by ESS statistical offices as
main framework for explaining and communicating statistics uncertainty, at a descriptive level.

Although no specificinitiatives or projects on measuring and communicating uncertaintyon time series
data were reported, statistical offices acknowledged the importance of measuring and communicating
uncertaintyfor time serieslike seasonal adjustment, forecastingand flash estimates, butalso morein
general in the current production of official statistics. For instance, in national accounts, but also for
other short-term statistics, the statistical production process maybe seriouslyaffected byan erroneous
approach bynot considering model uncertainty. Theoretical references were suggestedin this regard,
namely. Chatfield (1995), JRSS series A, 158, Part 3, pp.419-466 Model Uncertainty, Data Mining and
Statistical Inference, but also a research initiative by Statistics Norway (von Brasch et al, 2017) on
Productivity dispersion and measurementerrors.

THE CASE OF CENTRAAL BUREAU VOOR DE STATISTIEK (CBS,
NETHERLANDS)

It is worth mentioning the recentinitiative of CBS Netherlands who developed a Primary Observation
Quality ReportManual including measures targeting the mitigation of sources of uncertainty. Four main
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dimensions are distinguished in the qualityreport: concepts, representation, measurementand output
(Groves et al, 2009). For each dimension, two or three indicators were identified, which can be
complemented by questions thatprovide users with additional information on which they can assess
other quality aspects. The proposed questions and indicators are not separate from each other, but
the indicators are the primarilysignals of a risk of inferior quality, with the focus of the quality manual
being on systematic errors.

Furthermore, work carried out in CBS proposes a method to incorporate uncertainty measures for
population forecasts. Itis argued, that it has long been realized that deterministic population forecasts
are of limited usewithoutan indication of their uncertainty. A deterministic point forecastonlygives the
mostprobable value of, for instance, the population size in 50 years time, but no information on how
close to this value the actual population size is likely to be. Stochastic techniques for estimating
uncertainty intervals for demographic forecasts are still not widely used by statistical institutes. One
reason for this may be the complexity of the Monte Carlo approach, which requires the calculation of
a thousand or more variants of the deterministic forecast. CBS work is based on a technique to
estimate forecastintervals for demographic indicators from only6 variants. Good agreementis found
between the forecastintervals obtained with this technique and from a stochastic forecast. This method
does not provide a full probability distribution for the forecasts, however. Also, it cannotbe used o
compute intervals for demographic flows, although intervals for time-cumulated flows can be obtained.

Despite this longhistory, stochastictechniques are stillnotwidelyused in official population forecasts.
Most statistical agencies produce onlydeterministic forecasts. An exception is Statistics Netherlands,
which has been publishing stochastic forecasts since 1998. More recently, the United Nations has
started publishing probabilistic forecasts. Their2012 en 2015 forecasts take into accountuncertainty
in fertility and mortality, but notin international migration.

One reason the official population forecasts are still largely deterministic may be the perceived
complexity of the stochastic approach. CBS has been investigating if itis possible to reproduce the
main results of stochastic forecasts, forecastintervals for stock variables such as number of residents
or grey pressure, using the familiar variant approach. This is done by adding two elements. First a
method to construct time paths for the input assumptions of high and low fertility-, mortality- or
migration variants in such a waythat their outputrange for stock variables is similar to the confidence
interval obtained from a stochastic forecast (in which only the uncertaintyin the particular component
is taken into account). Second: a method to combine the results from the 6 fertility, mortality and
migration variants into a single, quasi stochastic, uncertaintyinterval.

Both methods seem useful to determine uncertainties in population forecasts. In particular, extensive
Monte Carlo simulations can be used to determine 67 % confidence intervals.

Unlike a real stochastic forecast, the quasi stochastic approach does not provide a full probability
distributionforthe forecastresults. Also, itcannotbe usedto computeintervals for demographic flows,
but intervals for time-cumulated flows can be obtained. The agreementwith the stochastic intervals is
better for larger age groups and for shorter forecast horizons. Also, itis better for population counts
than for ratios of counts. The method works equallywell for 67 % and 95 % forecastintervals. An area
where this approach can be useful is in more complexforecasts with manydegrees of freedom or time
consuming matching mechanisms, like subnational forecasts which employ housing market models.
For this category of models, a stochastic forecastcan be unfeasible, because ittakes too long to run
the simulations thousands of times. The quasi stochastic method can then be used to estimate
approximate forecastintervals from a limited number of variants. The method was used in this wayfor
the 2016-based regional population and household forecast of Statistics Netherlands and the
Netherlands environmental assessment agency. So to summarise, CBS also uses visualisations
derived from simulations to communicate uncertainty.

With respect to statistical institutes, it seems thatthe discussion about formal communication of
uncertainty has been more relevant in central banks. Actually, as pointed out by Kniuppel and
Schultefrankenfeld (2019), central banks already reported measures of forecast uncertainty long
before the Great Recession, buttheir motivation for doing sois regarded as differentfrom the recent
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motivation in academia. While academics mainly appear to be interested in the effects caused by
changes in uncertainty, like in Bloom (2009), several central banks have mainly intended to
communicate thatfuture realizations should notbe expected to coincide exactlywith the central banks’
pointforecasts. Central banks like the European Central Bank orthe Deutsche Bundesbankresortto
reporting unconditional measures of forecastuncertaintyfor this purpose. Others, however, have tried
to provide additional information by publishing conditional measures, in line with the idea of Jurado et
al. (2015) who suggests relating macroeconomic uncertainty to conditional forecast uncertainty, i.e.,
to the conditional volatilityof the unforecastable component of macroeconomictime series.

From previous sections, itbecomes apparentthat central banks or statisticalagencies should hawe an
interestin unambiguouslycommunicating the fact that rapid estimates and forecastsinherentlycarry
uncertainty with them. However, forecasts of central banks are often only considered as point
forecasts, capturing expected future values of the targetvariables. Especiallythe central banks’ point
forecasts for inflation frequently turn out to outperform other competing forecasts in terms of mean-
squared forecast errors, as documented, for instance, in Groen et al. (2009) and Faust and Wright
(2009). Yet, if the central bank does not have a quadratic loss function, these results must be
interpreted with caution, because then, in general, point forecasts do not represent the mean of the
forecast density. In fact, empirical studies often find that several characteristics of central banks’
forecasts are suggestive of more complicatedloss functions, featuring asymmetry, state dependence,
or time-variation, like in Capistran (2008), Wang and Lee (2014), or Patton and Timmermann (2007).

Given the existence of many potential loss functions, it might actually be preferable to issue (and
evaluate) density forecasts. Each user can then infer the point forecast corresponding to her loss
function from this densityforecast, and the evaluation can rely either on the entire densityor only on
elements ofinterest. The evaluation of densityforecasts issued bycentral banks has mostlyfocused
on the Bank of England, with importantcontributions by Clements (2004), Wallis (2004), and Mitchell
and Hall (2005). The asymmetryincorporatedin central banks’ densityforecasts is studied in Knlppel
et al. (2012). However, the dispersion ofcentral banks’ forecastdensities, i.e., uncertainty forecasts,
has notbeen investigated holisticallyyet. Similar considerations applyto all kind of rapid or preliminary
estimates of statistical indicators having time-series representations (economic statistics with particular
focus on macro-economic ones).

We now present a number of examples illustrating how uncertainties are communicated to the
respective audiences by a few public agencies, starting with the Bank of England because of their
mentioned rather advanced approach.

6.2 Bank of England

A well-knownand well-establishedtool to communicate uncertaintythrough visualization in the contex
of economic forecasting is the fan-chart, which is used in the Inflation Reportby the Bank of England.
Since February 1996 the Bank has applied this tool with regard to forecasting inflation, and since
November 1997 it has also been applied to visualize GDP growth backcasts, nowcasts (flash
estimates), and forecasts.

Since February 1996, the Bank’s inflation forecast has been published explicitly in the form of a
probabilitydistribution — presented in whatis now known as the fan-chart. As pointed out by Britton
etal.(1998),the aim ofthe fan charthas been to convey to the reader a more accurate representation
of the Bank’s subjective assessment of medium-term inflationary pressures, without suggesting a
degree of precision thatwould be spurious. An exemplaryvisualizationis displayed in figure 1.
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By doing so, the fan-chart portrays a probability distribution — opposed to a point estimate — which
approximates the Bank’s subjective assessment of economic developments. The motivation to
introduce the fan-chart naturally arose from the fact that the Bank of England introduced an inflation-
targeting regime for UK monetary policy in 1992. This, therefore, placed much larger importance on
forward-looking inflationary pressure, which inevitablyis bestdescribed byproducing and presenting
an explicit economic forecast. Moreover, it was hoped that the fan-chart would promote further
discussions of the risks to the economic outlook, and thus that the chart would contribute to a wider
debate abouteconomic policy. The fan-charthelps to make itmore clear thatmonetarypolicyis about
making decisions under uncertainty, and that the Monetary Policy Committee (MPC) does not pretend
to know with certainty the exact economic figuresin two years’time. The process usedto produce the
fan chart has also had a majorimpacton the Bank’s approach to forecasting. The process forces the
MPC to consider not just a single possible outcome for the economy, but a range of possibilities in
areas where the central view is mostlikely to be wrong. In turn, this should promote better economic
analysis ofthe underlying issues, and a necessaryfocus on the shocks hitting the economy.

So how s the fan-chartderived? There is a series of meetings between the MPC and the Bank staff.
At the first meeting, roughlya month before Report publication, the key assumptions, the main issues
and the starting-point for the risk assessment are discussed. At this stage, no forecastis presented.
Following this meeting, the forecastteam maps the decisions ofthe MPC onto a central projection and
risk distribution. Asecond meetingwith the MPC considers this draftforecast. The quantification of the
mapping from each assumption and risk assessment is reviewed, new data are incorporated and
changes are requested. Athird meeting gives the MPC an opportunityto fine-tune the revised forecast
distribution and bring itup to date. The final forecast, published in the Report, includes adjustmentin
response to the advent of market-related data in the period up to the relevantmonthly MPC meeting,
and reflects any change ininterestrates made bythe Committee in thatmeeting.

The fan-chart portrays a probability distribution that approximates the MPC’s subjective assessment
of inflationary pressures evolving through time, based on a central view and the risks surrounding it
Whatever the mix of judgment and statistics used in this assessment, the process needs to be as
rigorous as possible:the MPC needs to be able to explain exactly why the chartlooks as it does, and
why it changes between Reports. This is vitallyimportant both for the consistency of policy-making
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and for the presentation ofthe analysis. Forany particular forecast, one can think of the projection as
being basedon a modelthatmaps choices abouteconomic assumptions onto an inflation forecast To
generate the probability distribution, one would ideally like to evaluate all the possible alternative
assumptions numerically using this model. In practice, this process is approximated by assuming a
known functional form for the distribution and evaluating a limited number of alternative assumptons.
These alternatives are sufficientto calibrate the key parameters ofthe distribution.

One might perceive the possible outcomes for inflation or GDP as being roughly symmetrically
dispersedarounda central, mostprobable value, with the values closer to the centre being more likely
than those further away. That would suggest that the forecast distribution should be based on the
normal ‘pbell-shaped’ distribution widelyused in statistical analysis. However, the assessmentoflikely
alternative outcomes sometimes suggests thatforecasterroris more likelyto be in one direction than
the other. This has led to the choice of a particular form of statistical distribution (a ‘two-piece’ nomal),
which has a degree of asymmetryin the form of a variable skew. Mathematically, the distribution can
therefore be summarised as
o= 2 1[50 ewd] o
(WAL HUAL#) 2762 2°

with " being the mean of the distribution, 62 its variance, while yis a parameter accounting for the
skewnesswhich liesbetween-1and +1. Finally, X is a normallydistributed random variable.

Therefore, it follows that to derive the MPC’s forecast distribution, three parameters need to be
evaluated. First, a measure ofthe central tendencyfor the economic variable ofinterest(e.g. inflation
or GDP growth) — usuallyexpressed as a particular projected path. Second, a view on the degree of
uncertainty— the variance. Third, aview on the balance ofthe risks, to get a measure ofthe skew.

No single projection ofinflation ata future date has much chance of matching the subsequent outcome.
Policy discussions need to take account of the full range of possibilities. The Bank’s preference has
beento startwith a setof key assumptions consistentwith the mostlikelyview of developmentsin the
economy. The central projection of inflation is then interpreted as being the ‘mode’ of the statistical
distribution-itis the single mostlikelyoutcome basedon currentknowledge and judgment, even if the
actual chance of it matching the eventual outcome is small. This central projection is based on a
consistentsetofassumptions abouteconomic behaviour thatprovide the foundations for subsequent
assessment of how the economy is evolving relative to the forecast. If the risks are symmetrically
distributed around the central view, this will also provide a view of the average outcome (or mean
forecast). But when the risks are unbalanced, the average of all the alternatives is unlikely to be the
same as the single mostlikelycase, and the mean forecastwill differ from the mode. We return to this
pointwith an example when discussing the balance ofrisks (the skew ofthe distribution).

Neitherthe mostlikely northe average view will necessarilysplitthe forecastdistribution in half. The
point in the distribution that has 50 % probability on either side is known as the median. The
relationship betweenthe mode, medianand meanis importantin interpreting the fan chart. The central
projection represents a mapping of the central assumptions onto an inflation projection, using an
economicmodel.In orderto understand the issues of particular relevance in any one forecastround,
the MPC considers several different ways of looking at the economy before selecting the set of
relationships — or model — that represent its view for that forecast round. Hence, the econometic
model used to ensure consistencyofvariables in the forecastis notsetin stone, butchanges from one
forecastto the next.

The uncertaintyin the subjective assessmentofinflation relates to how likelyitis thatthe future events
will differ from the central view. It is therefore a forward-looking view of the risks to the forecast, nota
mechanical extrapolation of past uncertainty. Nevertheless, the initial calibration of uncertaintyis based
on the experience of forecast errors from the previous ten years. So the fan chart approach then
requires the MPC to form a view as to whether or not uncertainty looking forward is greater or less
than in the past. The degree of uncertainty (the degree of dispersion in the distribution) can be
measured bya variety of statistics such as variance, mean absolute error orinter-quatrtile range. The
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Bank uses avariance measure. The variance ofinflation can be derived from the underlying variances
of the basic shocks, using the mapping provided by the economic model. To make this tractable,
simulations are used to identify the contribution of the relevant basic variances to the variance of the
inflation forecast. For independent shocks, the inflation forecast variance could be obtained by a
weighted sum of the individual variances. But rather than add up all the variances, the past inflation
forecast error variance is taken as a starting point and then adjusted upwards or downwards, based
on changes to alimited number of variance assumptions. Byadjusting the basicvariances, the forecast
variance of inflationis thus changed to match the degree of uncertainty as viewed by the MPC.

Only one numberis needed to summarise the degree of skewness (the balance ofrisks). Justas with
the central view and the degree of uncertainty, there is more than one possible choice of parameter.
The Bank’s analysis focuses on the difference between the mean and the mode of the forecast
distribution to be presented in the Report. This differenceis of interest as a summary statistic of the
balance ofrisks, and itprovides a practical wayof calibrating the distribution.

Once all three parameters are gathered, the fan-chart can be constructed: The skew and variances
are evaluated for one year ahead and two years ahead projections and then interpolated for the
quarterly fan chart. This gives the distribution to plot. So what does all ofthis mean in practice?

The distribution to be plotted is generated by an iterative procedure, given the central projection as a
mode, the variance and balance ofrisks. The chosendistributionis adjusted until the required variance
and the required difference between mean and mode are obtained, and appropriately adjusted o
ensure thatthe probabilityareais equal to one, as requiredbya probabilitydistribution. The skew and
variances are evaluated for one-year-ahead and two-year-ahead projections, and then interpolated for
the quarterly fan chart. This gives the distribution to plot. Having obtained the forecastdistribution for
inflation ateach pointup to nine-quarter-ahead, its graphical representation remains a matter of choice.
The fan chart was chosen to meetthe criterion that it should give information on the whole of the
forecastdistribution, without claiming a spuriouslyhigh degree of precision.

The fan chart itself is best understood by interpreting it as corresponding bird’s-eye view of the
underlying probability density function (pdf) for a period. The height of the pdf is proportional to the
probability of inflation being a particular value in that time period. Hence, the central projection
corresponds to the peak of the distribution, as itis associated with the mode. The style of the chartis
to make it reflectthe relative probabilityofinflation lying in a particular band.

To draw the bands, the following rule is used. Two points of equal probabilitydensityare shown, one
on either side of the mode. The two points are then moved away from the centre simultaneously,
keeping the values ofthe probabilitydensitythe same, until there is 10 % of the distribution in a single
central band, with these two points marking the outside edges. That band is coloured the deepest
shade of red. The two points are moved outwards again on either side of the first band (still keeping
equal probability density) until another 10 % of the distribution has been added, this time marking a
pair of bands, one on either side ofthe centre. These two bands are shaded the same colour as each
other, but are lighter than the central band. Pairs of bands continue to be added until 90 % of the
distribution is covered. The fan chart always has the following features. There is an equal number of
red bands on either side ofthe central band (eight). Each pair of bands covers 10 % of the distribution
but, if the risks are unbalanced, the same colour bands are notof equal width (representing unequal
probability intervals). The distribution is truncated, so that there is an implicit ninth and final pair of
bands, occupying the white space outside the 90 % covered. The central projection is, by construction,
always inthe deepestred band sinceitis associated with the mode. For heavilyunbalanced risks, the
mean and median maynotbe in the deepestred band, however.

There are a few common misconceptions about the fan-chart which are worth mentioning. First, as
explained above, the ‘fan’ does notcover 100 % of the probability. Second, the central projection (the
mode) is not necessarily the centre of the deepestred ban — although itis always within it and is
usuallycloseto the centre. Third, though the fan chart could be used to representa forecast distribution
generated bypurelystatisticalmethods, suchas stochastic simulation of a model, the Bank’s approach
is to representa subjective distribution for its inflation projections based on economic analysis andthe
judgmentofthe MPC.
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6.3 FED/FOMC

In the United States, the Federal Open Market Committee (FOMC) ofthe Federal Reserve Bank (FED)
uses a variety of means to communicate uncertainty. A key aspect of FOMC communication is the
explicit publication ofthe policymakers’ range of uncertaintyaboutthe future path for the policy rate. It
can be found near the end of the FOMC minutes, published three weeks after the Summary of
Economic Projections (SEP) release.

In the pastfew years, the two key policy questions for the FOMC have been: What should be the
normal level of interest rates? And, how quickly should we getthere? The SEP usefully reflects the
variety and evolution of FOMC participants’ responses to these two questions. Following President
Evans, the contrast is between Odyssean and Delphic communication — where Delphic
communications as those associated with a well-functioning, well-understood monetary policy
framework while Odyssean communications arise when unexpected events expose weaknesses and
shortcomings in a Delphic framework, e.g. see Campbell (2013). The more the policy rate path
depends onthe evolution of the economy, the greater is the unavoidable uncertainty. Today, not only
is that uncertainty substantial, but it is just as important to communicate it as the interest rate
commitmentwas halfa dozen years ago. This brings us to an important, butlargely overlooked element
of the FOMC’s communication framework: historical projection error ranges that are now included in
the FOMC minutes three weeks after the initial SEP release. Based on the work of Federal Resene
Board economists David Reifschneider and Peter Tulip, Table 2 in the minutes reports estimates of
errorranges (measured as the root-mean-squared prediction error)for projections ofreal GDP growth,
the unemploymentrate, inflation, and the short-term interestrate. An example from the minutes from
March 2019 is shown below.

To see how informative these error ranges are about the uncertainty associated with the FOMC
projections, consider the version from the March 19-20,2019 meeting minutes. It shows that, for the
unemploymentrate, the median projectionfor 2021 is 3.9 percent, with an error range of plus or minus
1.7 percentage points. This tells us that, given historical experience and assumingnormalityand a 70
percentconfidence interval, there is a 70 percentchance that in 2021 the unemploymentrate will be
between 2.2 and 5.7 percent. For inflation, the median is 2.0 percent, with an error range of plus or
minus 1.1 percentage points, so the confidenceinterval goes from 0.9 to 3.1 percent. For GDP growth,
the median projection is 1.8 percent, with a standard error of 1.9 percent— that is, the 70 percent
confidence interval is from -0.1 to +3.7 percent. Uncertaintyregarding the future level of unemployment
andinflation (and real growth) translates directlyinto uncertaintyaboutthe path of future policy. Here,
again,the FOMC is remarkablyclear aboutthe degree ofimprecision. In March 2019, the error range
for the 2021 projection ofthe short-term interestrate is plus or minus 2.5 percentage points. Given the
median projectionof 2.6 percent, this means thatthe Committee believes there is a 70 percent chance
that, in 2 years, the target interestrate will be between 0.1 and 5.1 percent.

The figures above highlight a potential problem when communicating not only the point forecast or
flash estimate but also a measure of uncertainty around it: the resulting interval forecast can be so
wide as to make it virtually uninformative. However, while the statistician should try to make the
forecastinterval as shortas possible by enhancing the forecast efficiency, not communicating the
uncertainty around the pointforecastwould simplymisguide the decision makers aboutthe reliability
of the forecasts. If there is substantial uncertainty, it is better to say so and let the decision makers
decide whetherornotto base their decisions on this forecast.
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Fgure 2: Exemplary FED projections, e.g. see Federal Open Market Committee (2019)

Table 2. Average historical projection error ranges
Percentage points

Variable 2019 | 2020 | 2021
Change in real GDP! ... .. .. +1.4 +19 +1.9
Unemployment rate! ... .. .. +0.5 +13 +1.7
Total consumer prices? ... .. 0.9 +1.0 +1.1
Short-term interest rates®. ... | £0.9 120 £25

NOTE: Error ranges shown are measured as plus or minus the root
mean squared error of projections for 1999 through 2018 that were re-
leased in the spring by various private and government forecasters. As
described in the box “Forecast Uncertainty,” under certain assumptions,
there is about a 70 percent probability that actual outcomes for real
GDP, unemployment, consumer prices, and the federal funds rate will
be in ranges implied by the average size of projection errors made in the
past. For more information, see David Reifschneider and Peter Tulip
(2017), “Gauging the Uncertainty of the Economic Outlook Using His-
torical Forecasting Errors: The Federal Reserve’s Approach,” Finance
and Economics Discussion Series 2017-020 (Washington: Board of
Governors of the Federal Reserve System, February), https://dx.
dot.org/10.17016/FEDS.2017.020.

1. Definitions of variables are in the general note to table 1.

2. Measure is the overall consumer price index, the price measure
that has been most widely used in government and private economic
forecasts. Projections are percent changes on a fourth quarter to fourth
quarter basis.

3. For Federal Reserve staff forecasts, measure is the federal funds
rate. For other forecasts, measure is the rate on 3-month Treasury bills.
Projection errors are calculated using average levels, in percent, in the
fourth quarter.

Since 2017, the FOMC has also published a figure following each SEP that helps visualize the
uncertainty about the interest rate path, see Federal Open Market Committee (2019). It makes clear
that, while the median suggests little change in the target path over the next 2-plus years (in red), there
is considerable uncertainty that increases with the forecast horizon. An example is displayed in
figure 3.

Fgure 3: Exemplary FED Federal fund rates projections, e.g. see Federal Open Market
Committee (2019)

Median projection and confidence interval based on historical forecast errors

Federal funds rate

= Midpoint of target range

= Melinn of projections —_— G
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Central banks that produce inflationreports typicallyus e them both to communicate and to guide their
deliberations. On the former, the reports have both a backward- and forward-looking function.
Retrospectively, they provide an evaluation of how policymakers have performed, allowing
parliamentarians, financial market participants and the public at large, to hold independent central
bankers accountable for their actions. Prospectively, the reports provide projections to help people
understandhow policymakers willlikelyrespond to changing conditions. Publication ofthe information
in the reports also allows participants on a monetarypolicy committee to focus public attention on the
changing issuesthatfoster uncertainty. By creating accountabilityand transparency, inflation reports
have a powerful influence oninternal committee dynamics. The obligation to publishboth an expected
value and a range for projections ofthe state of the economyand policyfocuses internal dis cussions.
In particular, the need to reach a consensus significantly influences the nature of commitee
discussions.

While the SEP uncertainty table and fan charts strongly resemble what other central banks publish,
the FOMC does not engage in the consensus building associated with the production of a Bank of
England-like inflation report. The uncertainty measures that are described above are based on
historical forecasterrors, ratherthan an agreementamong the FOMC members. Furthermore, unlike
the Bank of England’s nine-member Monetary Policy Committee, who all sitin the same building, it
seemsunrealistic to think thatthe 19-strong FOMC, spread among 13 locations from Boston to Atlanta
to San Francisco, are preparedto forge a consensus fourtimes per year to publisha Bank of England-
style report.

6.4 European Central Bank

ECB/Eurosystem staff projections are presented in the form of ranges. The use of ranges
acknowledges the inevitable uncertainty surrounding macroeconomic projections, see European
Central Bank (2009). Various methods have been employed by ECB staff over time to compute these
ranges. From the first publication of ECB/Eurosystem staff projections in December 2000 until the
publication of Eurosystem staff projections in June 2008, the published projection ranges for each
variable and horizon representedtwice the mean absolute projection error constructed on the basis of
an analysis of historical projection errors. These published ranges were derived using a short sample
of projection errors, which had notbeen updated over time. Another, model-based method was used
for the ECB/Eurosystem staff projections published from September 2008 to September 2009. In the
meantime, the sample of projection errors has been updated and further analyses have been
undertaken, on the basis ofwhich a revised projectionerror-based approach to constructing ranges is
now implemented, embodying the track record of both Eurosystem and ECB staff projections ower a
longer sample of years and a correction for outliers.

The width of the new Eurosystem and ECB staff projection ranges is derived from errors made in the
projections conducted by Eurosystem and ECB staffin the past. More specifically, the mean absolute
errors have been computed as the meanofthe absolute differences between the projection for a given
year and the realisation as available atthe time ofthe June exercise ofthe following year. In computing
the mean absolute errors, large errors are excluded from the sample of projection errors considered
on the basis ofa statistical outlier correction procedure. The published ranges have a width equal to
twice the outlier-corrected mean absolute error.

The ECB/Eurosystem staff macroeconomic projections are conducted each quarter and annual growth
rates are reported. As a result, the length of the projection horizon depends on the timing of the
projection. For example, projecting the current year in March and June of the same year involves
differing projection horizons and correspondingerrors. Therefore, the width ofthe published projection
range varies according to the timing of the projection exercise within a year. For all the published
variables, four differentsets ofranges have to be used over the course ofthe year.

Ranges are also specific to the variable considered. Some variables are less predictable and more
volatile than others, thereby resulting in larger projection errors, and thereby ranges. This is the case
particularly for investment and trade variables. The width of the ranges is consistent with a 57.5 %
confidence interval for all variables. It is planned that the whole set of ranges will be updated every
year at the time of the June projection exercise. An exemplary visualisation from June 2019 can be
foundin figure 4.
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Figure 4:

Euro area real GDP

(quarter-on-quarter percentage changes, seasonally and working day-adjusted quarterly data)
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However, there are also more indirect measures of uncertainty, as demonstrated by Sauter et al.
(2013) who analyse the sentiment derived from official press releases and compare them to a
benchmark. Their paper aims for an assessment of central bank communication by semantically
analysing ECB press conference statements. The analysis differs from previouslyadopted approaches
in that their indicator expresses the willingness ofthe central bankto communicate uncertaintyto the
public by explicitly making use of uncertainty-related words. The central bankis free to choose when
and to what extent it wants to communicate uncertainty to the market. While this might be negligible
during times offinancial stability, it can be a decisive feature of central bank policyin times of economic
turmoil suchasthe recentfinancial crisis, since communication can be a powerful tool to reduce market
uncertainty.

In general, the level of uncertaintycommunicated bythe ECB is closelylinked to the market uncertainty
measure VSTOXX, Sauter etal. (2013)find. However, the ECB’s communicated uncertaintyreacted
ina timeliermannerthan the VSTOXX did before the crisis, then became substantiallylower following
the Lehman bankruptcy in late 2008. Sauter et al. (2013) argue that this is due to an overall
appeasementapproachbythe ECB to reduce overall uncertaintyin financialmarkets. Acorresponding
pattern can be observed during the European sovereign debt crisis, in which communicated
uncertainty was reduced around severe events thathad the potential to destabilise financial markets.
The findings thus pointto a switch in the ECB uncertaintycommunication strategyafter 2008. However,
this switch from countercyclical alerts to pro-cyclical appeasementrisks aloss in reputation and trust
in the central bank. To supporttheir reasoning, Sauter etal. (2013) employa Markov-switching analysis
that identifies two differentcommunication regimes. These regimes can be described as ‘stable’and
‘crisis’ regimes. The findings indicate that during turbulent times, the ‘crisis’ regime — with a higher
variance in the use of uncertainty-related terms — prevails.

6.5 Swedish Central Bank — Riksbank

The Riksbank communicates its view of the economic outlook to the public in its Monetary Policy
Report. The Riksbank’s MonetaryPolicyReportis publishedsixtimes a year. The reportdescribes the
deliberations made by the Riksbank’s executive board when deciding what would be an appropriate
monetarypolicy to conduct. The report also contains a description ofthe future prospects for inflation
and economic activity based on the interest rate path that the Riksbank’s executive board currently
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considerswill provide a well-balanced monetarypolicy. Each report also contains a description of the
new information received sincethe previous reportand an assessment of how the Riksbank views the
currenteconomic situation. The purpose of a monetarypolicyreportis to produce background material
for monetarypolicy decisions, and to spread knowledge aboutthe Riksbank’'s assessments.

The reportcontains forecasts with uncertaintybands around the forecast. For policy purposes, having
uncertainty bands around forecasts is useful for several reasons. First and foremost, they serve to
illustrate thatthe inflation forecastis inherentlyuncertain. The uncertaintyis both aboutthe shocks that
will affect the economyas well as uncertaintyabout both the qualitative and quantitative nature of the
transmission mechanism. Second, the bands serve to present the Riksbank’s view of the balance of
risks to the public and to market participants. In particular, itallows the Riksbank to communicate with
aminimum of ambiguitywhether the riskis believed to be higher thatinflation willbe below the forecast
than that it will be above, as was the case in Inflation Report 1998:2. Third, the construction of the
bands helpsto focus internaldiscussion in the Riksbank about the sources of inflation uncertaintyand
abouttheir quantitative importance.

In particular, they provide uncertainty bands for the repo rate, GDP and Consumer Price Index with a
fixed interestrate (CPIF), e.g. see Sveriges Riksbank (2019a). An example of GDP projections is
shown in figure 5. The uncertainty bands for the repo rate are based on the Riksbank’s historical
forecasting errors and the ability of risk-premium adjusted forward rates to forecast the future repo rate
for the period 1999 up to the point when the Riksbank started to publish forecasts for the repo rate
during 2007. The uncertaintybands do nottake into accountthe fact that there may be alower bound
for the repo rate. Outcomes are dailyrates and forecasts referto quarterlyaverages. The uncertainty
bands for GDP are based on the Riksbank’s historical forecasting errors. The reported outcomes for
GDP are also uncertain, as the National Accounts figures are revised several years after

Fgure 5:

Figure 1:2. GDP with uncertainty bands
Annual percentage change, seasonally-adjusted data
T
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Note. The uncertainty bands are based on the Rikshank’s historical
forecasting errors. The reported outcomes for GDP are also uncertain, as
the National Accounts figures are revised several years after the first
publication.

Sources: Statistics Sweden and the Riksbank

the first publication. In the same fashion, the uncertainty bands for CPIF are also based on the
Riksbank’s historical forecasting errors.
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In comparisonto the FED / FOMC, the Riksbank's MonetaryPolicy Reportsplits the uncertaintybands
into 50 %, 75 % and 90 % confidence bands providing a more detailed picture than that of the FOMC
and closerresemblesthe Bank of England’s fan-chart.

6.6 Office for National Statistics (ONS) United Kingdom

The Office for National Statistics (ONS) acknowledges the complications of inherent uncertainty as
described in previous sections in this report. For that reason it has published a guide on how to deal
with uncertainty. The guidance provides a common approach to aid the clear communication of
uncertainty and change. It can be applied to all sources of information, including surveys, censuses,
administrative data and other sources, as well as estimates derived from a combination of these. It
includes examples of good practice, as well as standard wording to be used when appropriate. The
guidance does notcover how to measure uncertaintyand change, as this is very much dependenton
the specifics of particular data collection scenarios. Links to information which maybe helpful on this
topic are provided at the end of this guidance, see Government Statistical Service (2014). Itlists the
Bank of England fan-chartas a prime example ofgood communication.

6.7 Other disciplines

Communicating uncertaintyis not an issue exclusive to economics butit appears across various
differentdisciplines. Examples can be found in history, public health, biology, climate change, politics,
intelligence, legal epidemiology, law, physics and many more. Across all these disciplines, one can
find different types of communication ranging across all categories introduced by van der Bles et al.
(2019). Examples include history(e.g. see King et al. (2014)), public health (e.g. Harris etal. (2011)),
biology(e.g. Ronquistetal. (2012)), law Stuart Sumner (2017) or physics Hooft (2016).

To introduce a more specific example, let's take alookat climate change. The intergovernmental panel
on climate change (IPCC) has arelativelylong historyof exploring how to effectively express different
forms of uncertainty in their reports but has only recently started to begin incorporating insights from
behavioural science. At present, uncertaintyin the IPCC assessments is communicated using two
metrics. Firstly, quantified measures of direct (absolute) uncertainty are expressed in verbal and
probabilistic terms based on statistical analyses of observations, models or expert judgement,
corresponding to a pre-defined categorization. Secondly, indirect (underlying) uncertainties are
expressed througha qualitative expression of confidence in the validityof a finding basedon the type,
amount, qualityand consistencyofevidence (whichcan includetheory, models andexpertjudgement),
see Stocker (2014). Likelihood provides calibrated language for describing quantified uncertainty for a
single event, a climate parameter, an observed trend or projected future change. Importantly, the
likelihood table is not preferred when a full probabilitydistribution is available instead.

Confidence level is based on the scientific evidence (robust, medium, limited) and working group
agreement (high, medium, low). Robustness of evidence is measuredbythe degree of consistentand
independent (multiple) lines of high qualityinquiry.

To illustrate the above-mentioned concepts with a written example from the fifth IPCC report: It is
certain that global mean surface temperature has increased since the late 19th century. [...] For
average annual Northern Hemisphere temperatures, the period 1983-2012 was very likely the
warmest 30-year period of the last 800 years (high confidence) and likely the warmest 30-year period
of the last 1400 years (medium confidence).
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As the large majority of official statistics, also mostmacroeconomic indicators and data are uncertain
— they are obtained as estimates rather than perfect measures of the target phenomenon.
Measurement errors may arise because data are based on incomplete samples or because many
variables —for example, in-house software investment—are noteasilyobservable. This necessitates
the use of proxies, imputation techniques, etc. Without objective measures of data quality, it is difficult
to gauge the potential for measurementerrors. One symptom of data uncertainties is the propensity of
statistical agencies to revise their estimates in the light of new available information or methodological
advances. In this section we will explore new methodologies for analysing and measuring data
uncertainty. We start from recent work undertaken at policy making institutions such as the Bank of
England, which, also as noted by Manski (2015a), has been leading the way in the past 30 years in
analysing and communicating data and forecastuncertaintythrough the use of tools such as the fan
chart for inflation and GDP growth.

The methodology will be focused on state space modelling. Such models provide a natural avenue
since theyare based onthe presence ofunobserved variables thatcan proxy for the true process that
statistical agencies and otherpolicymaking bodies are trying to measure. Such models have an added
benefit of allowing for the consideration of particular economic structures that can inform the
quantification of conceptual uncertainties as discussed in 2. Below we provide a description of the
model classwe are proposing to expand and analyse as well as the adopted estimation strategy.

7.1 Themodel

In this section, we presentin detail a state space representation of the signal extraction problem
following the work of Cunningham et al. (2012a). Recognising that the analysis of the latest official
data may be complemented by the use of business surveys and other indirect measures, the model
allows for an array of measures of each macroeconomic variable of interest. Then, for each variable
of interest, the model comprises alternative indicators, a transition law and separate measurement
equations describing the latest official estimates. The measurement equation is designed to be
sufficientlygeneral to capture the patterns in revisions observed historically.

The model is presented in a vector notation, assuming m variables of interest. However, we simplify
estimation by assuming block-diagonal structure throughout the model so that the model can be
estimated on a variable-by-variable basis for each of the m elementsinturn.

Letthe m dimensional vector of variables of interest that are subject to data uncertainty attime t be
denoted by Yy t=1,...,T . The vector ytcontains the unobserved true value of the economic concept of

interest.

The model forthe true data Yi is given by
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Lety:+n denote anoisyestimate ofyt published bythe statisticalagencyattime t+n,wheren=1,... 7t
. The model forthese published data is
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where ¢ is the bias in published data of maturity n and vt " the measurementerror associated with
the published estimate of Yi made atmaturity n.

One of the main building blocks of the model is the assumption that revisions improve estimates so
that official published data become more accurate as they become more mature. Reflecting this
assumption, both the bias in the published estimates and the variance of measurement errors are
allowed to vary with the maturity of the estimate — as denoted bythe n superscript. The constantterm

C isincluded in equation (11) to permit consideration of biases in the statistical agency's data set
Specifically, ¢ can be modelled as

M=l (12)
where cl is the bias in published data of maturity n=1 and ) describes the rate atwhich the bias decays

as estimates become more mature (—1<)<0). This representation assumes that the bias tends
monotonicallyto zero as the estimates become more mature.

The measurement errors, v:+n, are assumedto be distributed normally with finite variance. Serial

correlationin V:+n is allowed. Specifically, serial correlation in the errors attaching to the data in any

datarelease published att+n, can be modelled as

ttn P t+n t+n
Vi ‘_iBi"t—i e (13)

where B Bp are mxm matrices, B(L)=1-B

1 L__,__Bpris amatrixlag polynomial whoseroots are

1
. L t+n_ t+n t+n, ' t+n t+n' _n ;
outside the unit circle and & _(glt ,m,gmt) and E(et (‘°'t )):Zs as we are allowing for

heteroscedasticityin measurementerrors with respectto n. Equation (13) imposes some structure on

t+n . .
Vi because we assume a finite AR model whose parameters do not depend on maturity. The

representation picks up serial correlation between errors attaching to the various observations within
each datarelease. We further assume that B B, arediagonal.

1By
t+n t+n TR - .
Further, & and therefore Vi can have heteroscedasticitywith respectto n. Specifically, the main
_ n 5 2 2, 2
diagonal ofz;8 are modelled as 4 n=(cn,...cn), where 5 n:E(git )2_ Forfuture reference, define
€ g1 €m g

2
va:E(VE':n)Z . The modelforc,zn is given by

eurostatm Measuring and communicating uncertainty in official statistics: State of the art and perspectives 36



Our methodologyfor measuring uncertaintyin macroeconomic indicators

2 2 _
G n=c :|_(1+6)n 1, (14)
g €

2 . . . . :
where g 11s the variance of measurement errors at maturity n=1 and § describes the rate at which
€

variance decays as estimates become more mature (-1<§<0) . This representation imposes structure
on the variance of measurementerrors, because we assume thatthe variance declines monotonically
to zero as the official published estimates become more mature. Amonotonic declinein measurement
errorvariances is consistentwith models ofthe accretion ofinformationbythe statistical agency, such
as that developed in Kapetanios and Yates (2004a). We put forward three reasons for using this
specification. Firstly, this model is parsimonious since itinvolves only two parameters. Secondly, §
has an appealing interpretation as a rate at which revision error variances decline over time. Thirdly,
and perhaps mostimportantly Kapetanios and Yates (2009) provide empirical evidence in favour of
this specification.

Over and above any serial correlation in revisions, measurement errors can be correlated with the
) . +n :
underlying true state of the economy, Yy We specify that e: be correlated with the shock & to the

transition law in equation (10), so that, for any variable of interest

t+n
. €. = n
Cov(slt,sIt ) pggcgicgi . (15)
In principle, the model in equation (11 could be applied to previous releases as well as the latest

estimates. One natural question is whether data-users should consider these previous releases as
competing measures ofthe truth —that is, using y:+n—1 alongside y’:+n as measures ofyt. In contrast

with the treatmentin much ofthe antecedentliterature, we decide to exclude earlier releases from the
set of measures usedto estimate ‘true’ activity, see, for example, Garratt and Vahey (2006). The
reason for using only the latest release is pragmatic. In principle, given that empirical work across a
variety of data sets has found that revisions appearto be forecastable, using earlier releases should
be useful. In practice, however, such a model would be complex. That complexity may be costly in
various ways — the modelwould be more difficultto understand, more cumbersome to produce and
potentiallyless robustwhen repeatedlyreestimated. Further, by focusing on the latestrelease we are
able to specify a model that is quite rich in its specification of other aspects of interest, such as
heteroscedasticity, serial correlation and correlation with economic activity.

We note that there are circumstances where using onlythe latestrelease is theoreticallyoptimal. An
example ofa setof such circumstancesis provided in the Appendixof Cunningham etal. (2007). The
model developed in that appendix makes a number of assumptions that imply a form of rational
behaviour on the part of the statistical agency, which maywell nothold in practice. Therefore, we must
stress that such a model is restrictive. Further, our modelling approach is obviously parametric and
therefore has claims to efficiency only if, ontop of rationality on the part of the statistical agency, the
specification ofthe model for the unobserved true variable is correct. On the other hand, note that the
use of such a parametric model for the unobserved variable can provide benefits as well. Even if the
statistical agencyis operating optimally in data collection, our state space model can provide further
benefits by positing a model for Yir since thatis not a part of the statistical agency's specification.

In addition to the statistical agency's published estimate, the data-user can observe a range of
alternative indicators of the variable of interest. We denote the set of these indicators by

X t=1,....T
Ypisteo . Unlike official published estimates, the alternative indicators need not be direct
measures of the underlying variables. For example, private sector business surveys typically report
the proportion ofrespondents answering in a particular categoryratherthan providinga direct measure
of growth. The alternative indicators could be assumed to be linearlyrelated to the true data

yf:cS+ZSyt+vf. (16)
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The errorterm Vi IS assumed to be i.i.d. with variance Z\,S. This, of course, is more restrictive than the

model for the official data. Simple measurementequations ofthis form may not be appropriate for all
the alternative indicators used in routine conjunctural assessmentof economic activity. More general
formulations ofequation (16) are possible butthey would further complicate estimation ofthe model,
in particularinthe presence ofalimited number of data points as in our empirical application.

Having completed the presentation ofthe model, itis worth linking our work to the literature that deals
with the presence of measurementerrorin regression models. Auseful summaryofthe literature can
be found in Cameron and Trivedi (2005). This bodyof work is of interestas itcan provide solutions to
a number of problems caused bythe presence ofdatarevisions. In the context of the following simple
regression model

Zt:Byt+ut a7)
use of ytﬂ as a proxy for ¥t can lead to a bias in the OLS estimator of B. Then, the use of later

. t+n . . . L . .
vmtages,yt ,n=2,...,T-t, asinstruments in (17) can be of use for removing the bias in the estimation

of B. One issue ofrelevance in this case is whetherto use all available vintages as instruments. The
rapidlyexpanding literature on optimal selection ofinstruments, see, forexample, Donald and Newey
(2001), suggests useful tools for this purpose. Our analysis provides an alternative method of
addressing this problem. In our modelling framework, equation (17) becomes a further measurement
equation of the state space model and the overall estimation of the resulting model can provide
unbiased estimates of 8. However, our current state space formulation is of further interest since on
top of giving estimates forrelevantparametersitalso gives an alternative and possiblysuperior proxy
for the unobserved true series, in the form of an estimate for the state variable. This, can then be used
for a variety of purposes including forecasting.

7.2 Estimation of the state space model

In this section, we discuss the strategyadopted in estimating the model. The estimation is performed
in two steps: first using the revisions history to estimate equations (11) through (15); and then, as a
second step, estimating the remaining parameters via maximum likelihood using the Kalman filter.
Approaching estimation in two steps simplifies greatly the estimation of the model and has the
additional benefitofensuring thatthe model is identified. Were all parametersto be estimated in one
step, the state space model would notalways satisfythe identification conditions described in Harvey
(1989).

Define the revisions to published estimates of an individual variable between maturities n and n+j as

n,j_ t+n+j t+n
Wt _yt _yt : (18)

For estimation purposes, revisions can be taken over the J quarters subsequentto each observation
to be representative of the uncertainty surrounding that measure of activity. If the real-time data set
contains Wreleases ofdata, and we are interested in the properties of \y maturities, we can construct

Error!

an Nx(W-J) matrix of revisions over which to estimate the parameters of equations (11) through

(15). Each column of the matrix WY contains observations of revisions to data within a single data
release. Each row describes revisions to data of a specific maturityn. N and J are both choice variables
and should be selected to maximise the efficiency of estimation of the parameters driving equations
(11) to (15). There is a trade-off between setting J sufficiently large to pick up all measurement
uncertainties and retaining sufficient observations for the estimated mean, variance, and serial
correlation ofrevisions and their correlation with mature data to be representative. In the remainder of
the paperwe setN=J=20.
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We use the sample of historical revisions in matrix W to estimate ¢! and A trivially. Recall that we

assume Bl""’Bp to be diagonal. As aresult, the functions can be estimated for individual variables

rather than for the system of all variables of interest. In the remainder of this paper we therefore
consider estimation for a single variable and discard vector notation. The sample means ofrrevisions

of each maturity n=1 to N are simplythe average of observations in each row of WJ Denoting the

- . n,J .
average revision to data of maturity n by mean(w "), the parameters (:1 and 2 arethen estimated

from the momentconditions mean(wn"])201(1+7»)n_1 via GMM, where —1<A<0.

. . .. . . . t+n
We cannotuse historicalrevisions to estimate Pee directly, because neither & nor & are observable.

*
But we can use the historical revisions to form an approximation of pyv — denoted pyv' The
*
manipulation in obtaining Pec from pyv' is summarised in the Appendix of Cunningham etal. (2009).

*
We start by estimating pyv' We can readily calculate the correlation between revisions to data of

t+J+n n,J

maturity n and published estimates of maturity j+n, denoted by p;vzcorr(yt W ) - Averaging

J

*
across the N maturitiesin WY gives an average maturity-invariantestimate of pyv. When the variance

of measurement errors decays sufficiently rapidly, we do notintroduce much approximation error by
taking this correlation with mature published data as a proxy for the correlation with the true outcome,
Yy We do not apply any correction for this approximation because derivation of any correction would

require untested assumptions aboutthe relationship between measurementerrors across successive
releaseswhich we do notwishtoimposeonthe model.

The variance-covariance matrix of historical revisions may be used to jointly estimate both the
heteroscedasticityin measurementerrors and their serial correlation. This requires us to firstexpress
the variance-covariance matrix of measurement errors as a function of the parameters in equations
(13) and (14) and then to estimate the parameters consistentwith the observed variance-covariance
matrix of revisions.

Assumingfor simplicityfirst-order serial correlationin the measurementerrors, we can easilybuild-up
a full variance-covariance matrix at any point in time. The variance-covariance matrix of the
measurementerrors in the mostrecent N maturities, will be invariantwith respectto t andis given by

2
681
V=T o (19)
1- (1+8)B]_
N-1_N-1
1 (o), - (1+0)" Py
N-1_N-2
(1+8)B4 (2+3) < (148) 7 7By
N-1_N-1 N-1_N-2 N-1
1+6 1+5 1+3
(1+5) Py (1+5) Py (1+5) Error! Bookmark not
defined.
A sample estimate of the variance-covariance matrix\/ can be calculated trivially from the matrix of

2

‘]_ Taking the variance-covariance matrix to the data, we can estimate [31,681

historical revisions \W

and 5 via GMM by minimizing (vec(V)—vec(V)) (vec(V)—vec(V)). The derivation of the variance-
covariance matrixfor higherlag-orders requires some further manipulation, as outlined in the Appendix
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of Cunningham etal. (2009). It is worth noting here thatthere exists an interesting special case where
the firststep estimationdoes notaffectthe second step ML estimation via the Kalman filter. This is the
case where the number of available vintages, N, tends to infinity. In this case, the GMM estimaton

outlined above, results in parameter estimates thatare \/NT consistentwhereas the second step ML

estimationis onIy\/'_I' consistentimplying that the parameters that are estimated in the first step can
be treated as known for the second stepand the resulting approximation error associated with the first
step estimation is asymptoticallynegligible.

More generally, the fact that more data are used in the first step implies thatthe variability of the first
step estimatesis likelyto be lower than that of the second step estimates. However, the use of a two-
step estimation procedure implies that, in practice, the variability of the firststep estimatesis nottaken
into accountwhen the likelihood based second stepvariance estimates are obtained. Of course, if the
variances of the parameter estimates are of particular interest, a parametric bootstrap can provde a
standard avenue for obtainingvariance estimates thatimplicitlytake into accountthe variabilityarising
out of both estimation steps. The parametric bootstrap would have to replicate both steps of the two-
step estimation procedure to capture appropriatelythe parameter uncertaintyassociated with the first
step estimation. However, note that the validity of the bootstrap in this two-step estimation contextis
not obvious. Further, use of the bootstrap requires the specification ofa model for all vintages used in
the first step GMM estimation, which may be problematic in practice. For these reasons, we provide
standard errors for the estimated parameters obtained from the second estimation step, using standard
likelihood basedinference.
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After having described in some details our reference modeland the adopted estimation strategy, here
we are designing its application to real statistical data produced by Eurostatand some other European
statistical agencies. The proposed application aims at deriving reliable, easily understandable and
ready for communication uncertainty measure associated to a number of main macroeconomic
indicators. The proposed application also allow for cross-countries and cross-variables comparison.

8.1 Data

We consider publiclyavailable data from the OECD vintages database for the four largesteconomies
of the euro area: Germany, France, ltaly and Spain and for the euro area. Data is available from
January 2000 until December 2018; with monthly vintages starting in March 2018 until March 2019,
i.e. 13 releases. We have selected five key macroeconomic indicators: harmonized indexof consumer
prices (HICP), real gross domestic product (GDP), index of industrial production (IPI), index of retail
trade volume (RTI) and harmonised unemployment rate (UR). Where data is available on a monthly
basis,we have created a quarterlydata setby averaging overthe months ofa quarter.

Data was transformed into quarterly growth rates, except for unemployment rate, which was
transformedto a difference. Among the series, HICP is not being revised or there is 1 revision — a
level shift. Retail trade is the series thatis revised the most. The other variables, industrial producton,
unemploymentrate and GDP are revised to some extent.

Over the 2000-18 sample, the data for GDP show the mean growth rate to have been highest for
Spain and lowest for Italy, with the growth rate for the euro area, Germany and France being in
between, and quite similarto each other. The data for France have the lowestvolatilityover the period,
with the data for the other countries up to twice as volatile. The data for all countries show a skew to
the downside, reflectingthe greatrecession, thatdownside skewis greatestfor Germany, and smallest
for Spain.

Out ofthe monthlyseries, industrial productionand retail trade are shownto be somewhat more volatile
than GDP, even when considered atthe quarterly frequency. In broad terms, the patterns across the
countries are similar to whatis observed for GDP, with the exception of the volatility of retail trade
growth which turns outto be higherinthe case of Spain than for the other countries.

In contrastto GDP growth, which has been positive on average over the 2000-18 sample for all
countries,the growth rates ofindustrial production and retail trade have not been positive on average
for all the countries. Industrial production growth has been negative on average over the sample for
Italy, Spain and France, and retail trade growth for Italy and Spain, what might be an indication of a
shiftin activity from industryand retail trade to other parts of the service sector.

The unemployment rate, finally, has declined on average over the sample in the cases of Germany
and the euro area, increasing for the cases of ltaly and Spain, and unchanged for France. As GDP
growth, the changes in the unemploymentrate are shown to have the lowestvolatilityover the sample
inthe case of France. The highestwolatilityis recorded in the case of Spain, even though the volatility
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of real GDP growth for that country has been the lowestacross the countries.

In terms of revisions, the data suggestthatthe average revision is ofthe same order of magnitude for
the (quarterly) growth rate of real GDP and retail trade, while revisions to the growth rate of industial
production have tended to be somewhat larger on average, at least for the euro area, Germany and
France. The volatility of the revisions is quite similar across the countries, with exceptions to the upside
in the cases ofindustrial productionfor Italy and Spain, and retail trade in the case of Germany.

8.2 Empirical Results

Dueto the limited number ofreleases we setthe initial error variance to 1, the parameter beta in serial
correlation to -0.2 implying an AR(1) process for Verp Initial bias in the statistical agency's data set

and bias decay were both setto zero, as based on an earlier studyby Cunningham etal. (2012a) for
UK data. We have experimented with the decayparameter delta, setting itto -0.01 and -0.05 and with
the correlation of the measurement errors with the underlying state of the economy. The correlation
was setto -0.5; 0 and 0.5 in turn.

The results show thatdelta=-0.05 and rho = -0.5 perform bestin describing the revisions in inflation,
GDP for all countries and retail trade for all countries but Spain as measured byMean Squared Error
of the final release and the filtered estimate. For industrial production the same combination of
variables performs best for Germany and Italy, while for the remaining three countries moving to a
slower decayof delta = -0.01 provides better results. In the case of unemploymentthe no correlation
case for delta=-0.05 works bestforall countries but Spain forwhich delta = -0.01.

Whatis interestingto note aboutthoseresultsis thatwith respectto the correlation ofthe measurement
error, the best-performing specification is the same (rho =-0.5) for the variables expressed as growth
rates — GDP, industrial production and retail trade — and another (rho = 0.0) for the unemployment
rate, expressed as a simple difference, and irrespective ofthe decay parameter (whether delta=-0.05
or -0.01). This supports the notion thatvariables tend to displaydifferent patterns of data uncertainty,
and therefore requiredifferenttreatmentfor data uncertainty, depending onwhether theyare stationary
or trending.

Figures 8.2—-8.2 report our results for GDP, for the various countries, together with the associated
uncertainty measures. Finally, the Annex presents figures with the results for the other economic
indicators for the various countries.

GDP euro area
15
1,0
0,5 \,—\ /\/\/\ /;\M
0,0

ML

-0,5
-1,0
-1,5
-2,0
-2,5

Latest published estimate

-3JD . .
—Filtered estimate

-3,5
2007 2008 2008 2010 2011 2012 2013 2014 2015 2016 2017 2018

Note: The pink area shows the confidenceinterval around the latest published estimates, in steps of 5 percentage points.
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8.3. Robustness

The results presented above suggestthatit is importantin principle to use the appropriate treatment
when trying to accountfor the uncertaintysurrounding pastdatareleases. Infact, this is true for both
the decay parameter 5§ and the parameter p capturing the correlation of the measurementerror also
for the performance ofthe model in terms ofthe MSE.

Regarding the decay parameter g, the sensitivity is considerable — setting the parameter not to the
optimal value of +0.5 but to 0.0 results in a multiple increase of the MSE for most of the variables
(GDP, retail trade ad the unemployment rate) with only one exception (industrial production — the
variable for which it is not clear in the first place whether +0.5 or 0.0 is the optimal setting for that
parameter.

As for the parameter capturing the correlation of the measurement error, p, moving from -0.5 to 0.0
also results in noticeable increases in the MSE. This is true especially for GDP and retail trade,
somewhatless forindustrial production and the unemploymentrate, where the major deteriorationin
performance occurs as the parameter moves further awayfrom the optimal setting (from 0.0 to +0.5).
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In the first part of this paper, after having shortly introduced the major sources and categories of
uncertainty in official statistics, we have critically reviewed, analysed and evaluated existing methods
for measuring and communicating uncertainties inherentto official statistics. Itshows that, while there
alreadyexistvarious differentapproaches of quantifying these uncertainties, one major issue remains:
the identification of a clear and unambiguous method for communicating uncertainty measures,
especially numerical ones. Some communication methods are available and in use at various public
institutions. Among them, the fan-charts, used by the Bank of England, provide a clear and effective
tool for numerical uncertainty communication around backcasts, nowcasts (flash estimates) and
forecasts. However, there still remain the risk of misunderstanding. In order to minimise suchrisk, clear
verbal communication strategies should be developed to complement and integrate quantitative
communication tools. In addition, we have presented a series of considerations related to the
relationships between the characteristics and specificities of statistical indicators’ data generating
process and the presence of uncertainty, which could lead the user to a better understanding and
assessmentof this phenomenon. The detailed critical review carried out in this first part of the paper
contributed to highlighting a number of key issues and relevant aspects related to the measurement
and communication of uncertainties in official statistics. They have constituted the ideal starting point
to developing our strategyfor measuringand communicating uncertaintyin key macroeconomic infra-
annual statistics. In the second part of this paper we considered a state of the art framewaork for
modelling real time data and quantifying the uncertainty surrounding those data. We applied this
framework to a post-crisis sample (2000-18) for the euro area and its four largest countries (Germany,
France, Italy, Spain)in orderto provide an extensive setof empirical results.

The results indicate thatthe model-based estimate ofthe true process in terms of mean squared emor
(MSE) outperforms the mostrecent published estimate for all the variables considered (the growth of
GDP, industrial production, retail trade, and the change in the unemploymentrate). The results further
illustrate the sensitivity of the performance ofthe modelin terms of the mean squared error (MSE) with
respect to the two model parameters, the decay parameter §, and the parameter capturing the

correlation in measurementerror, p.

Overall, the results suggestthatthe treatmentfor data uncertaintyis both feasible and important, and
that the appropriate choice of parameters is quite importantin order to achieve the best empirical
performance. One aspect that must be given some consideration in applying the methodology is the
nature ofthe variables —trending or stationary—thatare being estimated. The outcome of this paper
shows the possibility of measuring uncertainty around official statistics in a reliable, easily
understandable and ready to be communicated way, by using sound and well established
methodology. Finally, based on the overall work carried out for this paper, we would like to highlight
some points and considerations which, in a further stage, could also constitute the basis for a more
formal set of reccomendations addressed to statistical authorities. The major points we would like to
highlightare:

o the importance of measuring and communicating uncertaintyassociated to official statistics;

o the need of identifying the most appropriate tools for measuring and communicating
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uncertainty taking into accountthe characteristics and specificities of the official statistics’
generating process;

e the importance of using methodologically sound, well established and reliable tools for
measuring and communicating uncertainty,

e the necessityof communicating uncertaintyin a clear, unambiguous and meaningful manner
providing a positive messageto users;

e the importance of identifying clear verbal communication standards to be always used as
complements of either numerical or graphical communicationtools;

e the importance of clarity and transparency around all activites of measurement and
communication of uncertainty by providing a complete set of standard meta-information and
documentation.
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GETTING IN TOUCH WITH THE EU

In person
All over the European Union there are hundreds of Europe Direct information centres. You can find
the address of the centre nearest you at: https://europa.eu/european-union/contact_en

On the phone or by email

Europe Direct is a service that answers your questions about the European Union. You can contact
this service:

— by freephone: 00 800 6 7 8 9 10 11 (certain operators may charge for these calls),

— at the following standard number: +32 22999696 or

— by email via: https://europa.eu/european-union/contact_en

FINDING INFORMATION ABOUT THE EU

Online
Information about the European Union in all the official languages of the EU is available on the
Europa website at: https://europa.eu/european-union/index_en

EU publications

You can download or order free and priced EU publications at: https://op.europa.eu/en/publications.
Multiple copies of free publications may be obtained by contacting Europe Direct or your local
information centre (see https://europa.eu/european-union/contact_en).

EU law and related documents
For access to legal information from the EU, including all EU law since 1952 in all the official language
versions, go to EUR-Lex at: http://eur-lex.europa.eu

Open data from the EU
The EU Open Data Portal (http://data.europa.eu/euodp/en) provides access to datasets from the EU.
Data can be downloaded and reused for free, for both commercial and non-commercial purposes.



Measuring and communicating
uncertainty in official statistics:
State of the art and perspectives

This paper examines the state-of-the-art methodologies that are
available to measure and communicate uncertainties on official statistics
in reports, publications and online resources. Our aim is to investigate
the available tools for a more accurate representation of inherent
uncertainties underlying economic and social statistics. For a complete
assessment, we evaluate different categories of uncertainty ranging
from sampling and non-sampling ones to conceptual uncertainty.

We also briefly address some aspects of uncertainty, not necessarily
related to its measurement, which could help in better understanding
and interpreting it. Moreover, we discuss the quantification of
uncertainty through quantitative methods and we investigate different
communication tools applied by prominent European agencies. Further,
together with some concluding remarks, we formulate a first series of
recommendations addressed to statistical authorities.
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