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Foreword

Temporal disaggregation, benchmarking and reconciliation methods can be used to obtain temporal and spatial consistency in sets of time series. Such methods are widely used across the European Statistical System in the production of official statistics and the establishment of common guidelines for temporal disaggregation and related methods within the European Statistical System (ESS) is an essential step towards improved harmonization and comparability of official statistics, especially in macroeconomic indicators and labour market statistics.

These ESS guidelines address the need for harmonization expressed by many users from European and National Institutions. They are intended to support producers and users of official statistics in accordance with the European Statistics Code of Practice and complement other ESS guidelines by providing clear guidance on the use of temporal disaggregation, benchmarking and reconciliation methods and encouraging documentation and dissemination of best practice.
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Introduction

Motivation for the guidelines

In official statistics there is an increasing demand for indicators at a higher frequency than those that have traditionally been observed. Direct measures of indicators at a high frequency can be very costly and difficult to achieve sometimes resulting in low quality results when the information set is not adequate. In such situations temporal disaggregation techniques can constitute a feasible alternative to the direct estimation of high frequency indicators. Additionally, even when high frequency indicators can be directly compiled, they are often not consistent over time with lower frequency versions. For example, annual surveys with larger samples may give more accurate estimates of the level of a variable compared to estimates from a small monthly survey that is designed to provide estimates of monthly change. Under the hypothesis that low frequency indicators are more reliable than high frequency ones, benchmarking techniques can be used to ensure the time consistency between high and low frequency indicators. Finally, directly or indirectly measured high frequency indicators may not necessarily meet required accounting and aggregation constraints. If that low frequency indicators meet accounting and aggregation constraints, reconciliation techniques can be used to restore them on high frequency indicators too.

Eurostat and the European Statistical System (ESS) developed these guidelines to help data producers derive high frequency data (e.g. quarterly or monthly) from low frequency data (e.g. annual) and to address related temporal and accounting constraints. Typical applications are known as temporal disaggregation, benchmarking, and reconciliation. The guidelines identify best practice to:

- achieve harmonization across national processes;
- enhance comparability between results;
- ensure consistency across domains and between aggregates and their components.

The establishment of common guidelines for temporal disaggregation within the European Statistical System (ESS) is an essential step towards better harmonization and comparability of official statistics, especially in macroeconomic indicators and labour market statistics. These guidelines address the need for harmonization expressed by users from European and National Institutions. This document presents both theoretical aspects and practical implementation issues in a user friendly and easy to read framework. They meet the requirement of principle 7 (Sound Methodology) of the European Statistics Code of Practice (CoP), and their implementation is consistent with principles 14 (Coherence and Comparability) and 15 (Accessibility and Clarity). The guidelines also provide transparency of temporal disaggregation, benchmarking and reconciliation practices by encouraging documentation and dissemination of practices. These guidelines are complementary to the ESS guidelines on seasonal adjustment (Eurostat, 2015 edition), the ESS guidelines on revision policy for PEEIs (Eurostat, 2013 edition), and the Eurostat and United Nations handbook on rapid estimates. They are also in line with the Handbook on quarterly national accounts (Eurostat, 2013 edition).

Scope of Guidelines

These guidelines are aimed at those involved in the production and analysis of infra-annual European statistics (compiled by Eurostat) and corresponding country specific official statistics compiled by National Statistical Institutes (NSIs). Topics covered in the guidelines and proposed recommendations should be of interest for public and private institutions working in compiling infra-annual statistics. They provide a consistent framework for temporal disaggregation, benchmarking and reconciliation, taking advantage of similarities in the process to define a common vocabulary to
facilitate communication and comparison between practitioners. They have been conceived both for experts and beginners since they also present material on complex methods in an accessible way.

These guidelines cover important issues related to the choice of methods, to revisions and documentation. The guidelines do not cover the methods in detail, as a textbook would do, i.e. the guidelines describe neither the technical issues of applying the methods nor the actual calculations.

When using the guidelines for a specific set of time series, the first step should always be a thorough analysis of the data at hand, and when applying the different methods, careful evaluation of diagnostic measures should always be an integral part of the workflow. Applying the guidelines without paying due attention to the actual data should be avoided.

The guidelines are based on a set of principles, presented in section 1.5, which give some general rules to be followed when compiling infra-annual statistics using indirect techniques. The guidelines have 8 chapters devoted either to specific issues such as temporal disaggregation and benchmarking or to common issues such as revisions. The guidelines include a rich list of references for the different methods which should be consulted for more detailed technical information. For users of the guidelines who are not familiar with some of the terms used, relevant terminology on temporal disaggregation, benchmarking and reconciliation, as well as descriptions of the most relevant methods proposed in the literature and applied in statistical production are given in chapter 1. Each chapter is subdivided in sections or items describing a specific step of the process.

Each issue discussed in chapters 2 to 8 follows a standardized structure with three parts: a description, a list of options and a list of ranked alternatives. The description is free text presenting the problem. The options list, without pretending to be exhaustive, presents various possibilities to deal with the specific problem treated in the item. Out of these options, three ranked alternatives are highlighted:

(A) Best alternative: should always be the target for producers.
(B) Acceptable alternative: retained only if time or resource issues prevent alternative (A).
(C) Alternative to be avoided: not a recommended option.

The objective of the guidelines is to help producers apply the best alternative whenever possible. It should then be a feasible target for producers. It should always be achievable with a reasonable effort, unless some production or institutional constraints prevent it.

The acceptable alternative (B) should be viewed as an intermediate step towards the achievement of alternative (A). It could also be considered the target for a limited number of cases when specific data issues, user requests, time or resource constraints prevent the achievement of the alternative (A).

The alternative to be avoided (C) includes some procedures that are not recommended.

**Costs and benefit**

The cost of compliance with these guidelines may be significant as temporal disaggregation, benchmarking and reconciliation require considerable resources. However, standard methods and tools are available to simplify these processes.

Being in line with these guidelines will ensure higher quality results, e.g. avoiding false signals and misinterpretation of the dynamics of the data.
This chapter introduces important concepts for temporal disaggregation, benchmarking and reconciliation, providing definitions for terms used throughout the guide, including terms used to describe the problems that each method aims to address. Other considerations, including general principles that should be applied when using any of the methods discussed and some advice on software to use, are also given.

1.1 Terminology

The terminology in this section is applied throughout the guidelines. Some basic definitions of the types of data used in temporal disaggregation methods are provided followed by definitions of the main methods related to temporal disaggregation.

**Flow**

*Definition*: a flow is a measure of a phenomenon per time period.

*Examples*: Gross Domestic Product, gross fixed capital formation, monthly turnover measured as the sum of daily turnover within each month, crops production.

**Stock**

*Definition*: a stock is a measure of a phenomenon at a specific point of time. A stock is the result of cumulated flows.

*Examples*: population, inventories, capital stock at the end of a year, time averaged stock.

**Time series**

*Definition*: a time series is a set of time-ordered observations of a phenomenon taken at successive, periods or points of time. Time series are usually presented at a regular frequency such as monthly, quarterly or annually.

*Examples*: flows, stocks and indexes.

**Index series**

*Definition*: an index series measures the relative size of a variable in a time period relative to a base period. A reference period is usually scaled to 100 and may or may not be the same as the base period.

*Examples*: inflation, industrial production index, chain-linked indices of GDP.

**Constraints**

*Definition*: constraints describe relationships between data that should hold. Constraints are most often linear and binding. A common binding linear aggregation constraint is that annual sum of quarterly estimates is equal to given annual totals. The aggregation constraint becomes nonlinear when original quarterly data are subject to nonlinear transformations (for example, logarithmic). Nonbinding constraints occur when constraints are not met exactly but allow for some random error.
1.2 Problems to address

A variety of methods exist to solve the problems of temporal disaggregation, benchmarking and reconciliation. The aim of each method is to combine, in the best possible way, available time series (possibly of different frequencies) to make the series consistent according to a specified set of constraints.

Temporal disaggregation

*Definition*: temporal disaggregation is the conversion of a low frequency flow time series to a higher frequency time series.

*Related terms*: temporal distribution, benchmarking, interpolation, splining.

*Example methods*: regression-based methods (such as Chow-Lin).

Interpolation

*Definition*: interpolation denotes the generation of values of a time series for time points that have not been sampled within the interval of time of the original time series; for example, used for converting a low frequency stock time series to a higher frequency time series of stock data.

*Related terms*: splining, benchmarking, methods based on multivariate models.

*Example methods*: Cubic-spline interpolation, regression-based methods.

Benchmarking

*Definition*: benchmarking is adjusting a high frequency time series to have temporal consistency with a lower frequency version of the same variable usually measured from a different data source. This is also known as binding benchmarking.

*Related terms*: temporal disaggregation, temporal distribution, constraining.

*Example methods*: Denton methods, regression-based methods, growth rate preservation.

Reconciliation of time series

*Definition*: reconciliation is adjusting multiple time series for both contemporaneous and temporal consistency.

*Related terms*: balancing, benchmarking, constraining.

*Example methods*: multivariate Denton (and variants), two-step approaches.

Extrapolation

*Definition*: extrapolation is calculating values of a time series for time points that have not been sampled and are outside the interval of time of the original observed time series. In a temporal disaggregation problem, extrapolation relates to estimating the high frequency data for time periods where the low frequency data are not available.

*Related terms*: forecasting, nowcasting, backcasting, prediction, flash estimates.

*Example methods*: ARIMA models, exponential smoothing, regression-based methods, multivariate methods.

1.3 Methods for temporal disaggregation, benchmarking and reconciliation

This section provides a brief overview of the methods discussed in this guide and commonly used terms in official statistics that describe them.

Pro rata adjustment
Pro rata adjustment can refer to a benchmarking type problem where values of a high frequency time series are constrained to those of a low frequency series simply by multiplying each value of the high frequency series by a factor for the low frequency period that it belongs to. The factors are derived as the ratio of the low frequency observations to the high frequency series aggregated to the same frequency as the low frequency series.

Pro rata adjustment ensures that growth rates of the high frequency series within the low frequency period are not changed. However, the main disadvantage of this approach is a step problem in the adjusted high frequency series which arises when the adjustment factors change between low frequency periods. If the high frequency is a constant, then the low frequency series is temporally disaggregated by equally distributing each low frequency observation to the corresponding high frequency observations. For example, a quarterly flow time series is derived from an annual flow time series by dividing each annual time point by four and assigning that value to each quarter within that year.

**Cubic-spline interpolation**

Cubic-spline interpolation is a method of fitting a curve through a set of points from which it is then possible to derive a higher frequency series. It is a special case of a spline interpolation smoothing method that can be implemented with or without the use of a sub-annual indicator series. In the absence of an indicator series, the unknown trend can be conveniently described by a mathematical function of time.

**Denton’s variants**

A method of benchmarking that has become known as the Denton method aims to minimize changes in the high frequency (indicator) series while meeting a set of benchmarking constraints. This uses constrained minimization of a quadratic form relative to the differences between disaggregated estimates and an indicator series. The penalty function can be specified as either arithmetic or proportional differences. See for example Denton (1971) and Dagum and Chollete (2006).

**Stram and Wei**

Stram and Wei (1986) propose a method based on the estimation of the autocovariance structure for the unobserved disaggregated series from the available autocovariances of an aggregate model. The method is applied in the absence of indicators.

**Static Regression methods**

Common static regression methods for temporal disaggregation include Chow and Lin (1971), Fernández (1981) and Litterman (1983). These methods fit models with one or more high frequency indicator series regressed on the low frequency series to be disaggregated. The methods differ in the proposed models for the structure of the residuals. Chow and Lin extend the generalized least squares approach to temporal disaggregation, proposing a univariate regression of low frequency target data on high frequency indicators. The method also provides an optimal solution for extrapolation.

**State-space methods**

A univariate or multivariate modelling approach cast with two dynamic equations; the observation equation that describes how observations relate to the assumed unobserved components and the state or transition equation that describes how the unobserved components evolve over time. The state space form is general enough to represent all the most relevant model-based methods of temporal disaggregation. Its statistical treatment is based on Kalman filter and allows for nonlinear disaggregation of data transformed into logarithms.

**Dagum and Cholette**

Dagum and Cholette (2006) provide a unified regression framework for regressing high frequency indicators on available low frequency constraints, deterministic effects and autocorrelated errors. The model, also adaptable to a multiplicative form, nests common disaggregation methods such as Chow and Lin, Fernández and Litterman. It can be estimated using state-space methods and has a generalization to multivariate systems. Being a statistical model, this method yields information about
its performance in the form of regression residuals.

**Causey-Trager**

Causey and Trager (1981) described an approach to benchmarking based on directly minimizing the changes to the proportional first differences of the indicator series, a principle called growth rate preservation. Because of this principle it could be considered an ideal benchmarking method. Its formulation however, involves a loss function which is nonlinear and even singular, and the model has no solution in a closed form. It must be solved by iterative algorithms, which make it impractical and therefore it is hardly used.

**Dynamic regression methods**

This approach for temporal disaggregation, developed by Proietti (2006), generalizes static regressions to autoregressive distributed lag (ADL) models. The order is limited to ADL(1,1) models, it nests static regressions, and it is treated by the state space methodology.

**Multivariate approaches**

Multiple low and high frequency indicators are taken simultaneously in a mixed-frequency multivariate model subject to temporal aggregation constraints. Several forms can be considered: vector autoregressions and error correction forms, structural time series and dynamic factor models, which can all be fitted with state space methods.

**A comment on methods**

When Denton methods are used, solutions and remarks proposed by the IMF Quarterly National Accounts manual (2014) should be considered, for correct initialization, extrapolation and preference for the proportional approach.

Mathematical methods such as the cubic spline are often chosen for their simplicity. However, most of them have a statistical method as a counterpart (see the first difference Denton’s method well represented by Fernández). Therefore, the use of a statistical approach should be preferred for the advantages of computing and checking diagnostics including goodness of fit measures.

Within regression methods non-stationary residual models (for example, Fernández, Litterman, and ADL models in first differences etc.) are better suited for non-stationary and non-cointegrated series, whereas stationary models (Chow and Lin and ADL in levels) adapt better to stationary or co-integrated series. The use of a constant is suggested but it loses its importance for models well initialized. When more than one indicator is used, an accurate analysis of collinearity should be carried out. When no indicator is available these methods are still feasible considering simple regressions of deterministic effects (constant, linear trend, etc.).

### 1.4 Methods for variable selection and reduction

**Principal components (PCA):** based on summarizing the total variance of the indicators. With PCA, units are used in the diagonal of the correlation matrix computationally implying that all the variance is common or shared. PCA summarizes information coming from the indicators only and does not account for their relationship with the target variable.

**Partial Least Squares (PLS):** maximizes the covariance between target variables and linear combinations of the indicators. PLS factors account for the co-movements between the target series and indicators, while PCA does not. Limitations of PLS include the fact that factors can only be computed at the lower frequency, and the information of target variables is used both for data reduction and temporal disaggregation.

**Clustering:** a general algorithm for grouping large numbers of indicators into a few clusters.

Data reduction may lead to one or more composite indicators that meet both representativeness and degrees of freedom constraints. When both hard and soft indicators are to be used in temporal
disaggregation it is recommended to keep at least two factors to avoid over-representing hard data.

### 1.5 Principles for temporal disaggregation, benchmarking and reconciliation

These guidelines provide recommendations on issues related to implementing methods of temporal disaggregation, benchmarking and reconciliation in the production of official statistics. However, there are some general principles that apply to all of these methods which should be considered:

- **Validation:** any method applied in the production of official statistics should have been generally accepted by peer-reviewed literature.
- **Accessibility:** methods should be available to all users and producers of official statistics (i.e. countries should in theory be able to implement them with sufficient effort and resource), with clear guidance on how to use them.
- **Flexibility:** while detailed modelling may be useful more generic methods should be flexible to deal with the variety of data and other complexities in regular production environments.
- **Transparency:** methods should be clear and methodological notes provided to explain what methods have been used in the production of official statistics.
- **Quality:** standard dimensions of quality should be considered in the choice of any method.
- **Conformity:** a method should not introduce artificial changes in the properties of the indicator. An important example of this is the so-called step problem.
- **Time-symmetry:** a method should yield the same results when performed on a set of benchmark and indicator series when time is reversed. If a method does not have this property, it can be shown that the timing of events (like the onset of a crisis) can be changed by the procedure.

### 1.6 Choice of software

Implementations of methods for temporal disaggregation, benchmarking and reconciliation exist in a wide range of free or proprietary statistical software. Some software is developed specifically for production of official statistics, for example JDemetra+.

For some methods there can be a lack of consistency between different software, especially in the case of multivariate methods. Hence, great care must be taken when it comes to the choice of a specific software for production of official statistics. It is important, for example, to consider: maintenance and support of the software; compatibility with these guidelines; cost and accessibility (possibly leading to a preference for open-source software); architecture and suitability for mass production; computational efficiency; and the extent of a user community in the production of official statistics.

The choice of software should allow a definition of an appropriate penalty function, according to the desired solution. In statistical methods the penalty function is also required that can be either a residual sum of squares, or a likelihood function more suitable for the well-known inferential properties.

The adoption in the software of the Kalman filter for statistical treatment is also recommended, especially when we have taken the logarithm of the data. As software is continually developing, these guidelines do not include specific recommendations on software to use. However, following the principles outlined above certain options will likely stand out as preferred. For example, thoroughly tested open-source software officially released by statistical institutions that is maintained and follows a clear release strategy such as JDemetra+. 
2 General aspects

2.1 A general policy

DESCRIPTION
A general policy for the use of temporal disaggregation, benchmarking and reconciliation techniques in the production of infra-annual statistics should be based on the set of principles presented in chapter 1 of these guidelines. It should contain at least information related to: the statistical domains in which temporal disaggregation, benchmarking and reconciliation techniques should be used, the proposed methodologies, the quality framework of reference and the dissemination strategies proposed. The availability of such a policy will increase the transparency of the production process and trust in data producers.

OPTIONS
- A clear and comprehensive policy based on a set of agreed principles.
- A policy only partially based on a set of agreed principles.
- A policy not in line with a set of agreed principles.
- No general policy.

ALTERNATIVES
(A) Develop and disseminate a general policy on the production of infra-annual statistics using temporal disaggregation, benchmarking and reconciliation techniques based on a set of agreed principles, and detailing all important aspects related to the production, release, revision, quality assessment and dissemination of results.
(B) Develop and disseminate a policy on the production of infra-annual statistics based on temporal disaggregation, benchmarking and reconciliation techniques only partially in line with a set of agreed principles, covering at least partially important aspects such as production, release, revision, quality assessment and dissemination of results.
(C) Adopt an incomplete policy or a policy not in line with agreed principles; lack of any policy.
2.2 Domain specific policies

DESCRIPTION

Temporal disaggregation, benchmarking and reconciliation techniques can be applied to several statistical domains with various characteristics. Statistical domains may also differ in terms of statistical constraints and legal requirements which need to be considered when applying temporal disaggregation, benchmarking and reconciliation techniques. For example, national accounts are characterized by different requirements and needs than labour market or short-term business statistics. To provide a clearer framework for the application of the guidelines, domain specific policies detailing all data specificities and peculiarities as well as specific user and legislative requirements should be described.

OPTIONS

- Develop domain specific policies for the compilation of temporal disaggregation, benchmarking and reconciliation techniques that are fully compliant with the general one.
- Derive domain specific policies for temporal disaggregation, benchmarking and reconciliation techniques that are only partially compliant with the general policy.
- Compile domain specific policies for temporal disaggregation, benchmarking and reconciliation techniques that are partially inconsistent with the general policy.
- Not developing any domain specific policy for temporal disaggregation, benchmarking and reconciliation techniques.

ALTERNATIVES

(A) Develop domain specific policies for temporal disaggregation, benchmarking and reconciliation techniques that are fully compliant with the general policy and accounting for all issues specific to each statistical domain.

(B) Develop domain specific policies for temporal disaggregation, benchmarking and reconciliation techniques that are only partially compliant with the general policy or covering only partially issues specific to each statistical domain.

(C) Develop domain specific policies for temporal disaggregation, benchmarking and reconciliation techniques that are inconsistent with the general policy or do not develop at all any domain specific policy.
2.3 Stability of policies

DESCRIPTION
Keeping general and domain specific policies for compiling temporal disaggregation, benchmarking and reconciliation techniques stable over time will increase users’ confidence and will allow producers to work within a stable framework. On the other hand, it is not realistic never to revise the policies since the economic and statistical conditions as well as the relevance of a particular domain may change and consequently policies would need to be updated. Institutions should then find the right balance between keeping policies as stable as possible and ensuring that they are in line with an evolving world.

OPTIONS
- Keep general and specific policies for temporal disaggregation, benchmarking and reconciliation techniques as stable as possible over time and change them only after a thorough investigation, pre-announcing changes.
- Revise general and specific policies on the basis of a regular calendar, for example every five years, to ensure sufficient stability.
- Revise policies often, for example every year.
- Revise policies for temporal disaggregation, benchmarking and reconciliation techniques irregularly and without any pre-announcement.
- Never revise temporal disaggregation, benchmarking and reconciliation techniques policies.

ALTERNATIVES
(A) Keep the general and the domain specific policies for temporal disaggregation, benchmarking and reconciliation techniques as stable as possible over time and update them only when significant changes occur either in the economic system or in the statistical system; changes to the general and domain specific policies should be pre-announced.
(B) Update general and domain specific policies on a fixed schedule (for example every 5 years) to ensure sufficient stability; changes should be pre-announced.
(C) Update general and domain specific policies too frequently or on an irregular basis and without any pre-announcement; never update the general and the domain specific policies.
2.4 Quality assurance framework

DESCRIPTION

The quality assessment of temporal disaggregation, benchmarking and reconciliation techniques needs to consider all five dimensions of statistical output quality, as listed in the European Statistics Code of Practice and in the United Nations template for a Generic National Quality Assurance Framework:

- Relevance
- Accuracy and reliability
- Timeliness and punctuality
- Coherence and compatibility
- Accessibility and clarity

Measures identified for each dimension can be qualitative or quantitative. Qualitative measures will normally have a “Yes” or “No” value, while quantitative measures will normally be test statistics with the direct interpretation of “Pass” or “Fail”.

For example, relevance could be measurable qualitatively through consultation with users, while accuracy and reliability are generally measured quantitatively.

In principal, the use of temporal disaggregation, benchmarking and reconciliation techniques, can be treated within the standard quality framework without major adaptations. Minor improvements could be introduced to deal with specific modelling features of temporal disaggregation, benchmarking and reconciliation techniques.

OPTIONS

- Use the quality framework for official statistics suitably amended to incorporate specific features of temporal disaggregation, benchmarking and reconciliation techniques, particularly the timeliness and the accuracy dimensions.
- Use the default quality framework for official statistics.
- Use an ad hoc quality framework for temporal disaggregation, benchmarking and reconciliation techniques.
- Do not use any quality framework.

ALTERNATIVES

(A) Use the standard quality framework for official statistics suitably amended to account for all details of temporal disaggregation, benchmarking and reconciliation techniques.
(B) Use the default quality framework for official statistics.
(C) Use an ad hoc quality framework for temporal disaggregation, benchmarking and reconciliation techniques or not use any quality framework.
3 Temporal disaggregation

3.1 The design of the temporal disaggregation exercise

DESCRIPTION
When starting a temporal disaggregation exercise for the first time, involving several related low frequency variables (target variables) to be converted into higher frequency ones, several aspects need to be analysed. The first one is the quality of the low frequency indicators (at various disaggregation levels). The second is the availability and quality of high frequency indicators at various disaggregation levels. The last is legal requirements and/or the users’ needs on the level of disaggregation. Statistical considerations of the quality of the output from the temporal disaggregation exercise at different disaggregation levels should also be considered. The choice of the level of disaggregation should be regularly assessed in the light of changes in legislation, new user requirements, and expert’s appreciation of past experiences as well as the structural changes affecting the overall quality of statistical data due to major revisions or extraordinary events.

OPTIONS
- Choose the disaggregation level considering legislative requirements, users needs or both factors together with a detailed analysis of the quality and availability of information needed.
- Choose the disaggregation level considering legislative requirements, user needs or both without any further investigation.
- Identify the most suitable disaggregation level, compliant with legislative requirements, with an in-depth analysis of the quality of the high frequency estimates produced.
- Identify the disaggregation level without considering legal constrains and user requests.
- Do not perform any preliminary analysis to identify the most suitable level of disaggregation.

ALTERNATIVES
- **(A)** Identify the most appropriate disaggregation level, compliant with legislative requirements and satisfying as much as possible user requirements, using an in-depth analysis considering the quality and availability of information and the quality of high frequency estimates.
- **(B)** Base the identification of the disaggregation level only on legislative requirements and, possibly, also on user requirements.
- **(C)** Absence of any preliminary analysis to identify the disaggregation level.
3.2 The choice of estimation strategy

DESCRIPTION

The choice of estimation strategies is strictly related to the identification of the best contemporaneous disaggregation level. When multiple series linked by aggregation constraints must be estimated, there are several possible alternatives. The first one is to estimate separately the aggregate variable and its individual components (direct method). In this case the fulfilment of contemporaneous aggregation constraints is not ensured. The second is the use of the direct method complemented by reconciliation techniques to ensure the fulfilment of contemporaneous constraints (see also chapter 5). The last possibility is to estimate individual components of an aggregate and derive the temporally disaggregated aggregate by aggregating the estimated components (indirect method).

There is neither theoretical reasoning nor empirical evidence favouring one approach, but decisions should be taken on case-by-case basis with clearly defined evaluation criteria. The direct method seems to be preferred when there are co-movements between aggregates and components and when the quality of components is not homogenous which can happen especially at a very disaggregated level. The indirect approach seems to be preferable when the quality of the components is high enough to ensure that the estimation of the aggregate will also be of high quality.

OPTIONS

- Use the direct approach at each disaggregation level.
- Use the direct approach complemented by reconciliation techniques at each disaggregation level.
- Use the indirect approach at each disaggregation level.
- Use the direct approach, complemented by reconciliation techniques, at the lowest disaggregation level and the indirect approach for the more aggregated series.

ALTERNATIVES

(A) For each level of disaggregation choose the most appropriate strategy by comparing the performance of the direct approach, complemented with reconciliation techniques, and the indirect approach.

(B) Either use the direct approach, complemented by reconciliation techniques, or the indirect one without any comparison of their relative performance but using expert judgment.

(C) Use an indirect approach, without checking the quality of the indirectly derived aggregate.
3.3 Choice of high frequency indicators

DESCRIPTION

An exhaustive set of high frequency candidate indicators (including hard and soft data when appropriate) should be considered. They should cover at least the same time span as the low frequency target indicator and be sufficiently timely. Furthermore, candidate high frequency indicators should closely approximate the expected short-term movement of the target variable and show a good correlation with the original target variable when converted to the low frequency. Furthermore, candidate high frequency indicators should be sufficiently regular, not too volatile and available non-seasonally adjusted and seasonally adjusted when needed. Similarities of definitions and production process between low frequency target variable and candidate indicators should also be considered. Using all candidate variables in the temporal disaggregation process is not generally recommended especially when static regression models are used. In such cases, using all candidate indicators can increase the risk of collinearity and reduce considerably the number of degrees of freedom of the regression model by compromising the overall quality of high frequency estimates of the target variable. Consequently, a variable selection step prior to the temporal disaggregation is needed. Both graphical and statistical methods can be used at this stage. The former can help in visually detecting similarities among indicators and target variables (at low frequency), while the latter can provide useful information in terms of cross-correlation between indicators and target variables (for example, leading-lagging relationships, presence of common variances). Statistical methods can also be used to study the residual behaviour from a low frequency static regression between target variable and indicators, helping to detect misspecification problems or missing information. Variable selection tools, such as general to specific (GETS) can be used at this stage to identify the best uncorrelated set of indicators.

OPTIONS

- Use both graphical and statistical methods, complemented when needed by variable selection techniques to identify the most appropriate set of indicators to be used in the temporal disaggregation exercise.
- Use only graphical inspection to select indicators.
- Rely on expert knowledge only to select variables.
- Do not perform any selection of the candidate variables.

ALTERNATIVES

(A) Select the most appropriate set of indicators for the temporal disaggregation exercise using graphical and statistical methods and variable selection techniques if needed, limiting the presence of collinearity among the selected indicators and fixing the number of selected indicators using the principle of parsimony.

(B) Only rely on graphical methods.

(C) Do not perform any selection of indicators or only select them based on expert knowledge not supported by statistical evidence.
3.4 Hard and soft data

DESCRIPTION

Hard indicators provide a quantitative measure of a given phenomenon available at high frequency. Hard data are often high-quality indicators, mainly official statistics, strongly correlated with the level of the target variable, but may only be available after a time lag with respect to the reference period so that their use can delay the temporal disaggregation exercise. Nevertheless, their high quality and their nature as official statistics make them ideal candidates to be used in the temporal disaggregation exercise. Soft indicators, generally derived from qualitative opinion surveys, offer a signal of the current and future tendencies of a phenomenon but not of their size. Signals are obtained directly from agents and they reflect their opinions about the present and near future. Their use requires a translation to a quantitative scale to preserve the levels of the temporally disaggregated target series. They are released much sooner than hard data and for this reason they are suitable for flash estimates. However, since they are based on opinions, they may be noisier than official (hard) statistics. Since soft data better describe the movement around the trend of a given variable, care has to be given when modelling them in a temporal disaggregation exercise. Hard and soft data are usually considered as complementary sources of information within a temporal disaggregation exercise.

OPTIONS

- Use a set of candidate indicators containing both hard and soft data.
- Use only hard data as a set of candidate indicators.
- Use only soft data as a set of candidate indicators.
- Use soft data as a tool for extrapolating hard data for the latest period before using them as candidate indicators.

ALTERNATIVES

(A) Use both hard and soft data when constructing a set of candidate indicators.
(B) Use soft data only for extrapolating the latest period of hard indicators before their inclusion in the set of candidate indicators.
(C) Use a set of candidate indicators only composed of soft data when hard data is also available.
3.5 Data reduction

DESCRIPTION

When a rich information set, containing several candidate variables, is available, an alternative to the selection of indicators is represented by data reduction techniques. Such methods aim at reducing the information set by compiling a small number of orthogonal linear combinations of the original set of indicators (factors) keeping the most relevant information contained in the original set of candidate indicators. The orthogonality of factors guarantees the absence of any collinearity in the temporal disaggregation exercise. The limited number of factors also ensures that the low frequency regression will have a sufficient number of degrees of freedom. Well known data reduction methods are: principal components analysis (PCA) and partial least squares (PLS). They differ mainly in terms of the optimization rule adopted. When a set of candidate indicators contain different categories of data such as hard and soft data, it is recommended to construct separate factors for each data category to avoid the dominating effect of one category on the others which could happen if all kinds of categories go simultaneously in the same factors. The optimal number of selected factors can be decided according to empirical considerations or to statistical criteria. Single factor models are used when dealing with a homogenous set of indicators while two factors are usually preferred whenever hard and soft data coexist in the same indicators set. More factors can also be selected to synthetize more complex data structures adequately.

OPTIONS

- Consider the simultaneous presence of different data categories (hard and soft) when applying empirical or theoretical methods to select the ideal number of factors.
- Always rely on a single factor model extracted either by PCA or PLS.
- Define the number of factors according to statistical and empirical criteria.
- Do not use any specific algorithm to select the number of factors.

ALTERNATIVES

(A) Use all available criteria to identify the right number of factors, taking into account the presence of different data categories in the original set of indicators.
(B) Always rely on a single factor model.
(C) Do not use any specific criteria to select the ideal number of factors.
3.6 Choice of temporal disaggregation methods

DESCRIPTION

A temporal disaggregation exercise, particularly with many target variables and indicators, involves several challenges. These include, among others, the characteristics of the target variables (sparse observations, values close to zero...); the availability of indicators, the reliability of both target variables and indicators, etc. Although some temporal disaggregation methods perform reasonably well for almost all possible cases, there is no single method systematically outperforming the others across all possible situations. For example, a simple pro rata method can work well when the target variable is sparse with values close to zero and irregularly distributed. Similarly, in the absence of indicators, the use of ARIMA decomposition-based methods such as Stram and Wei may be appropriate. Finally, it must be noted that regression-based temporal disaggregation methods usually provide good results in most cases.

OPTIONS

- Rely on a wide range of methods chosen for their ability to deal with specific situations (preferably implemented within the same software).
- Choose only a very limited number of methods providing reasonable results in various cases and possibly implemented in the same software.
- Rely on methods implemented in a variety of software.
- No preselection of methods but decisions are taken on a case-by-case basis.

ALTERNATIVES

(A) Predefine a wide list of methodologically sound, well-tested and stable methods implemented in the same software, providing answers to all possible empirical situations.

(B) Predefine a restricted list of methodologically sound, stable and well-tested methods, implemented in the same software, working reasonably well in various cases.

(C) Do not provide any preselection of methods and decide case by case; rely on unstable or not adequately tested methods.
3.7 Temporal disaggregation without indicators

DESCRIPTION

Temporal disaggregation can be performed even when no high frequency indicators are available. In this case it is possible to consider regression methods using deterministic variables such as a constant or linear trend as an indicator. Alternatively, the use of time series methods, which do not require any specification of indicators, such as Stram and Wei, can be investigated. Also, the use of simple mathematical methods such as the pro rata one is not excluded. Apart from the methods selected, the estimated high frequency pattern will not be very informative due to the impossibility of properly estimating seasonal and cyclical movements. If the low frequency target variable, for which high frequency indicators are not available, is not a relevant component of an aggregate (representing a small share of the aggregate), its high frequency data can be computed without the risk of compromising the quality of the corresponding high frequency aggregate. By contrast if this target variable is a relevant component of an aggregate, or is an aggregate itself, the possibility of not providing any high frequency result should be seriously considered.

OPTIONS

- Not estimating high frequency data in absence of indicators.
- Performing temporal disaggregation by using regression methods with deterministic indicators.
- Using Stram and Wei or other ARIMA based temporal disaggregation methods.
- Using Cholette-Dagum with or without deterministic trend.
- Using unobserved components methods.
- Using mathematical methods such as pro rata.

ALTERNATIVES

(A) Carefully evaluate the risks and benefits of computing high frequency estimates of a low frequency variable without any indicator, taking also into account legislative requirements and users’ needs. If high frequency data need to be provided and the associated risks are not too high, compare a wide range of methods and select the one providing the most informative results. Otherwise, do not provide any high frequency information or limit as a much as possible its release.

(B) Always provide high frequency estimates even if no indicators are available using the best performing method selected within a small scale comparative exercise.

(C) Always use pro rata adjustment in the absence of indicators; never compute high frequency data in the absence of indicators even when requested by legislation.
3.8 Temporal disaggregation with indicators

DESCRIPTION

When one or more indicators are available, ideal candidate methods to be used for temporal disaggregation are those belonging to a family of regression models. The core of this family is represented by the Chow-Lin method and its variants proposed by Fernández and Litterman that differ essentially in terms of the structure of the residuals. They can also be considered as special cases of the Cholette-Dagum model and they can also be used with an unobserved component framework with a state-space representation. Furthermore, non-linear models expressed either in logarithms or logarithmic differences have been proposed in the literature, as well as dynamic models with or without error correction terms. Besides the Chow-Lin method and variations of this approach, some regression models are characterized by increased computational complexity and are not always necessary. The use of mathematical methods allowing for the inclusion of indicators such as Denton do not seem to represent a reasonable alternative because, unlike regression methods, they do not use all available information in optimal ways. Furthermore, they automatically allow extrapolation only by means of a naïve approach as suggested by the IMF handbook of quarterly national accounts. In contrast, all regression models can extrapolate automatically.

OPTIONS

- Perform the temporal disaggregation using always the original Chow and Lin specification.
- Select one among the Chow-Lin specifications and variants and use it in the whole temporal disaggregation exercise.
- Select the most appropriate specification and variant of the Chow-Lin method to be used for each single target variable to be temporally disaggregated.
- Perform the temporal disaggregation exercise by using non-linear or dynamic methods.
- Use non-regression-based methods, allowing for the use of indicators.

ALTERNATIVES

(A) For each temporal disaggregation exercise, select the most appropriate regression-based method using a large set of descriptive and parametric criteria including graphical analysis. Selection should also account for the computational complexity and usability of methods in regular production.

(B) Select the best method for the whole set of low frequency indicators to be temporally disaggregated, or subsets of them, within a small scale comparative exercise involving only Chow-Lin, Fernández or Litterman specifications.

(C) Use of non-regression-based methods.
3.9 Extrapolation with temporal disaggregation

DESCRIPTION

In a temporal disaggregation exercise, it may be important for publication purposes to have higher frequency estimates that extend beyond the available lower frequency time series. For temporal disaggregation with or without high frequency indicator series we define this more properly as a problem of extrapolation.

Many temporal disaggregation methods, especially regression-based methods, deal with extrapolation as part of the method. Ideally the choice of a temporal disaggregation method should provide the best extrapolated values. However, if consistency of methods within a larger exercise is important for processing considerations, it may be preferable to make some compromise, by choosing a method that performs best for most series.

It is possible to test the performance of extrapolation from alternative temporal disaggregation methods by analysing revisions to extrapolated values in a similar way that forecasts can be evaluated using out-of-sample forecast tests. In this case extrapolated high frequency values are the forecasts and final temporally disaggregated values using complete low frequency series are the values against which these forecasts should be compared.

For some methods of temporal disaggregation, such as cubic splines or pro rata, it may be preferable to use alternative explicit forecasting methods such as ARIMA models to forecast the lower frequency series before temporally disaggregating.

OPTIONS

- Test the performance of a wide range of temporal disaggregation methods using appropriate out-of-sample forecast tests and analysis of revisions to temporally disaggregated series choosing the method that minimizes out-of-sample forecast error and hence revisions.
- Use extrapolated values from the chosen temporal disaggregation method without having evaluated the revisions performance.
- Perform no extrapolations of the high frequency series for which there is no corresponding low frequency data.
- Perform extrapolation that is inconsistent with the historical structure of the series.

ALTERNATIVES

- **(A)** Extrapolation is determined by the method of temporal disaggregation with minimizing the size of revisions of extrapolated values used as one of the empirical tests when deciding on the choice of method.
- **(B)** Extrapolation is determined by the method of temporal disaggregation, but the choice of method does not include empirical tests on revisions to extrapolated values or a restricted choice of methods is tested.
- **(C)** No extrapolation, or extrapolation by naïve or other methods inconsistent with the historical structure of the series.
4 Benchmarking

4.1 Choice of benchmarking method

DESCRIPTION

Benchmarking is a specific case of temporal distribution, where the high frequency indicator series and the low frequency benchmark series describe the same phenomenon. For instance, we might have quarterly and annual series of production of mining companies from different data sources and the quarterly sums might not equal the annual figures. Other aspects of the benchmarking exercise with respect to temporal distribution are that both low and high frequency series must be measured in the same units. In the benchmarking exercise only one high frequency indicator, which represents the preliminary estimates of the phenomenon, is present.

A benchmarking procedure restores temporal consistency between the high and low frequency series, by adjusting the high frequency series while preserving as much as possible the short-term information contained in the high frequency series. Exactly what this high frequency information is, and how it is preserved, is where benchmarking methods differ. The most commonly applied principle in benchmarking methods is movement preservation. This means that the benchmarking method aims to preserve either the proportional or additive first differences of the high frequency series, or a mix of these.

OPTIONS

- Use the pro rata method.
- Use any one of the benchmarking methods based on movement preservation (Denton, Cholette-Dagum and Chow-Lin).
- Use the Causey-Trager GRP approach.

ALTERNATIVES

(A) Choose the best specification for a specific time series using the Cholette-Dagum model and make full use of its diagnostics.

(B) Use the Denton method, provided that an analysis of the benchmark to indicator ratios is used for diagnostics and care is taken to avoid the tail effects; or use a method from the Chow-Lin family.

(C) Use the pro rata method or the Causey-Trager growth rate preservation approach or any other method that introduces artificial changes in the high frequency series.
4.2 Dealing with large discrepancies

DESCRIPTION

In benchmarking the assumption is made that the differences between the indicator and the benchmarks are small. In this case, all methods based on movement preservation perform well and will yield very similar results. It is important, therefore, that this assumption is always checked.

It is not easy to define what constitutes a large discrepancy. A practical threshold value for most series will be somewhere between 5 and 10%. However, it really depends on the characteristics of the time series and how much effort enhancing the quality of a time series is worth.

Large discrepancies are a sign that something is wrong with either the indicator or the benchmark series and always warrant an investigation. If the discrepancies are systematic and large, you are in the realm of temporal disaggregation and an approach from the previous chapter should be used. If the discrepancy is incidental, a survey may have produced an outlier, or a mistake may have been made in the compilation of either series. The cause of an incidental discrepancy is unlikely to fit the underlying error model of any benchmarking method. Therefore, large incidental discrepancies should be manually corrected.

OPTIONS

- Use a systematic (preferably automated) setup to check for large discrepancies, using predefined threshold values for the differences. Investigate and correct large incidental discrepancies and do not use benchmarking methods in the presence of large systematic discrepancies.
- Do not perform benchmarking in the presence of large discrepancies.
- Perform benchmarking regardless of the presence of large discrepancies.

ALTERNATIVES

(A) Use of a systematic (preferably automated) setup to check for large discrepancies with predefined threshold values for the differences. Investigate and correct large incidental discrepancies and do not use benchmarking methods in the presence of large systematic discrepancies.
(B) Do not perform benchmarking in the presence of large discrepancies.
(C) Perform benchmarking regardless of the presence of large discrepancies.
4.3 Combining benchmarking and seasonal adjustment

**DESCRIPTION**

If you have a high frequency series that requires both benchmarking and seasonal adjustment you have the option of benchmarking first and then seasonally adjusting it, possibly with further benchmarking applied to obtain temporal alignment, as discussed in the ESS guidelines on seasonal adjustment (2015), or seasonally adjusting the time series first and then benchmarking it.

When performing seasonal adjustment and/or calendar adjustment, small differences with the original annual total of the indicator may arise. It is possible to use benchmarking techniques to reconcile these differences. The ESS guidelines on seasonal adjustment (2015) recommend not to benchmark, unless there is an external requirement for temporal alignment, as there is in both national accounts and labour statistics. The main reason for not wanting to benchmark seasonally adjusted series is that there is no methodological requirement to do so and it may harm the quality of the seasonal adjustment.

**OPTIONS**

- Always first perform seasonal adjustment and then do benchmarking.
- Perform benchmarking first and then do seasonal adjustment. In this case one ends up with small differences in the annual alignment. At this point, one has the option to leave these differences as they are or perform benchmarking again to restore alignment.

**ALTERNATIVES**

(A) Perform benchmarking on the unadjusted data and then seasonally adjust the benchmarked data following the ESS guidelines on seasonal adjustment.

(B) Seasonally adjust the data and then benchmark to an appropriately calendar adjusted low frequency series using a method that does not introduce seasonal or calendar effects into the final series only when required by legislation or other reasonable user requirements.

(C) Regardless of legislative or user requirements, always seasonally adjust the data and then benchmark to a low frequency series and/or do so in a way that causes residual seasonal and or calendar effects in the final series.
4.4 Extrapolation and benchmarking

DESCRIPTION

When the low frequency benchmark is not yet available at the current end of the series, the high frequency observations in a benchmarking exercise are extrapolated as described in section 3.9 on extrapolation with temporal disaggregation.

An additional consideration concerns the publication of the final high frequency period in a low frequency period (for example, the last quarter of a year). In this situation, if the final high frequency data is available before the low frequency one, then extrapolation can be used as discussed in section 3.9. However, if the low frequency series is sufficiently timely, or if there is strong evidence that the gain in reliability from waiting, based on historical revisions performance, outweighs the possible reduction in timeliness, then it may be preferable to wait and use the low frequency period for benchmarking rather than extrapolating.

OPTIONS

- Always wait for the low frequency observation before estimating the last point of the high frequency data.
- Estimate the last high frequency observation using extrapolation determined by the benchmarking methods as discussed in section 3.9 and then revise the data when the low frequency observation is available to benchmark to.
- Estimate the last high frequency observation using extrapolation but do not revise when the benchmark period becomes available.
- Estimate the last high frequency observation by adjusting only that value to give consistency with the low frequency benchmark but not revising other high frequency extrapolated values using the chosen benchmarking method.

ALTERNATIVES

(A) Decide between extrapolation of the last high frequency point or waiting for the low frequency observation to perform benchmarking by assessing the quality attributes of timeliness of the low frequency data and the reliability of extrapolations based on revisions between past extrapolations of the high frequency series and the final benchmarked series.

(B) Choose to extrapolate or wait for the low frequency data when publishing the last high frequency period, where the choice is made without any analysis of the quality dimensions of timeliness and reliability.

(C) Estimate the last high frequency observation by adjusting only that value to give consistency with the low frequency benchmark but without revising the other high frequency extrapolated values by using the chosen benchmarking method. Or estimate the last high frequency observation using extrapolation but do not revise extrapolated values when the benchmark period becomes available.
5.1 Choice of multivariate temporal disaggregation method

DESCRIPTION

Standard temporal disaggregation methods consider one target series at a time and do not consider relationships between other series. Therefore, a set of separately temporally disaggregated or benchmarked series may not form a consistent picture where contemporaneous or accounting constraints are met. For example, temporally disaggregated quarterly estimates of GDP from the production side may differ from the temporally disaggregated quarterly estimates of GDP from the expenditure side, even though the annual data are consistent. Reconciliation techniques are defined as the statistical processes that aim to temporally disaggregate a system of time series without losing contemporaneous consistency.

Multivariate temporal disaggregation techniques can be divided into two categories: simultaneous methods, and two-steps methods.

Possible approaches include the use of state-space models, the multivariate extension of the Chow-Lin model, the multivariate random walk model and its extensions, dynamic factor models and some semiparametric approaches such as spline methods (Mazzi and Proietti, 2017).

When the dimension of the system is large, it may become difficult to apply simultaneous techniques using standard algorithms. In this case a version of the two-step reconciliation procedure applying a temporal disaggregation technique in the first step could be used (Quenneville and Rancourt, 2005, Di Fonzo and Marini, 2011). Such methods solve the temporal constraint in the first step, by applying univariate temporal disaggregation techniques on each series of the system, and the contemporaneous constraint in the second step, by applying a constrained optimization technique to each of the low frequency periods, without altering the dynamic movements of the series.

OPTIONS

- Multivariate Denton method.
- Two-step procedure.
- State-space models.
- Dynamic factors models.
- Semiparametric models or some other relevant observation-driven methods.
- Combinations of some of the models mentioned above.
ALTERNATIVES

(A) State-space models for multivariate temporal disaggregation.

(B) Any other kind of simultaneous methods, for example a version of the multivariate Chow-Lin method or a version of the two-step procedure using a temporal disaggregation technique in the first step.

(C) Any other methods that can be shown to cause unreasonable distortions to the movements of the original series or that do not meet the temporal and contemporaneous constraints.
5.2 Choice of reconciliation method

DESCRIPTION

As for temporal disaggregation techniques, standard benchmarking methods also consider one target series at a time. Reconciliation techniques are statistical or mathematical processes that aim to restore consistency in a system of time series with regards to both contemporaneous and temporal constraints.

Reconciliation is typically needed when the total and its components are estimated independently (direct approach), while in the case where only the components are estimated, the contemporaneous constraint is solved by the aggregation of the components (indirect approach).

Reconciliation techniques may be divided into two categories: simultaneous methods, and two-step methods.

Amongst the simultaneous methods, the most popular is the multivariate Denton method (or the multivariate Cholette method), a multivariate extension of the univariate Denton method which includes all the high frequency series in the system where the minimization problem is extended to include the constraints. An extension of multivariate Denton method for benchmarking is proposed for large data sets by implementing an optimization solver as in Dutch national accounts (Bikker et al., 2013). Di Fonzo and Marini (2015) propose to use a multivariate version of the GRP method. When the sample sizes are small, but a large number of series are to be benchmarked and reconciled according to a complex hierarchical scheme, a state-space model might be used, as discussed in Tiller and Pfeffermann (2011). This method is especially useful for situations when time series data are combined with cross-sectional data and when the incomplete information is to be treated by small area estimation. See also US Bureau of Labor Statistics (BLS) methodology for producing monthly employment and unemployment estimates where benchmarking is implemented together with seasonal adjustment using state-space models.

When the dimension of the system is large, it may become difficult to apply simultaneous techniques (as the multivariate Denton approach) using standard algorithms. In this case a two-step reconciliation procedure could be used (Quenneville and Rancourt, 2005, Di Fonzo and Marini, 2011). Such methods solve the temporal constraint in the first step, by applying univariate benchmarking techniques on each series of the system, and the contemporaneous constraint in the second step, by applying a constrained optimization technique to each of the low frequency periods, without altering the dynamic movements of the series. Such methods might approximate the results of the multivariate Denton method.

Some possible alternative approaches include dynamic factor models and some semiparametric approaches such as spline methods (Mazzi and Proietti, 2017).

OPTIONS

- Multivariate Denton method and its variants.
- Two-step procedure.
- State-space models.
- Semiparametric models or some other relevant observation-driven methods.
- Combinations
ALTERNATIVES

(A) Apply an appropriate multivariate method such as a state-space model or multivariate proportional Denton method for benchmarking. When the dimension of the system is too large to be solved efficiently in a single step, a two-step procedure may be used.

(B) Always apply a two-step procedure.

(C) Any other methods that can be shown to cause unreasonable distortions to the movements of the original series or that do not meet temporal and contemporaneous constraints.
6 Specific Issues

6.1 Outliers identification and treatment

DESCRIPTION

The presence of outliers can reduce the overall quality of temporal disaggregation, benchmarking and reconciliation exercises. It is important to understand the reasons for apparent outliers before deciding how to deal with them. If outliers appear in the indicator series only as a single extreme value (additive outliers) and appear to be an error rather than explained by statistical or economic reasons, they should be corrected before running temporal disaggregation, benchmarking or reconciliation procedures. If they appear in both the high frequency indicator and low frequency target variable and are statistically or economically explicable, they should be either modelled during the estimation process or removed before its start and reintroduced at the end. Finally, if more than one structural outlier appears in a few indicators reflecting changes in the production process which are not reflected in the low frequency target variable, the possibility of removing such high frequency indicators from the set of candidate variables should be evaluated.

OPTIONS

- Remove all outliers before running temporal disaggregation, benchmarking or reconciliation.
- Ignore the presence of outliers.
- Model within the estimation process all the outliers in the indicators and low frequency target variables.
- Remove all outliers present in both indicators and low frequency target variables before starting the estimation process and reintroduce them at the end.
- Always remove additive outliers before starting the estimation process without reintroducing them at the end.
- Discard high frequency indicators with transitory or permanent level shifts caused by changes in the production process not reflected in the low frequency target variable.
ALTERNATIVES

(A) Carefully analyse the typology and the nature of the outliers and undertake the most appropriate correcting measures. Modelling outliers in both the indicators and low frequency target variables within the estimation process or removing them before starting the estimation process and reintroducing them at the end.

(B) Remove all outliers regardless of their typology and nature.

(C) Ignore the presence of outliers.
6.2 Treatment of short series

**DESCRIPTION**

Most popular temporal disaggregation and benchmarking methods are based on a statistical regression model for the unknown values to be estimated, e.g. Cholette and Dagum (1994) or Chow and Lin (1971) and their variants. When only short time series are available (for example less than ten years), these methods may not be appropriate since the involved parameters can be poorly estimated, which would negatively affect the quality of the temporally disaggregated or benchmarked series.

Appropriate methods for temporal disaggregation and benchmarking where only short series are available will depend to some extent on the nature of the data (e.g. volatility). The tables below provide some guidance on methods to consider.

**Temporal Disaggregation**

<table>
<thead>
<tr>
<th>Number of low frequency time points</th>
<th>Potentially appropriate methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 or more</td>
<td>Regression based methods</td>
</tr>
<tr>
<td>5 to 10</td>
<td>Regression based methods if there is a clear and stable relationship (Fernández may be more appropriate if there is instability in estimating the correlation coefficient) otherwise spline or pro rata</td>
</tr>
<tr>
<td>2 to 3</td>
<td>Spline methods or pro rata</td>
</tr>
<tr>
<td>1</td>
<td>Pro rata</td>
</tr>
</tbody>
</table>

**Benchmarking**

<table>
<thead>
<tr>
<th>Number of low frequency time points</th>
<th>Potentially appropriate methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 or more</td>
<td>Cholette-Dagum</td>
</tr>
<tr>
<td>3 to 5</td>
<td>Denton (or Cholette-Dagum with fixed AR model e.g. rho=0.7)</td>
</tr>
<tr>
<td>Less than 3</td>
<td>Pro rata</td>
</tr>
</tbody>
</table>

**OPTIONS**

- Use of regression-based methods without considering the length of the series and diagnostics associated with the method.
- Use of mathematical based methods (e.g. spline or pro rata).
- Only use pro rata method.
- Choose a method for temporal disaggregation or benchmarking based on the recommended methods for the length of the series with an assessment of the methods using appropriate diagnostics.
ALTERNATIVES

(A) Choose a method for temporal disaggregation or benchmarking based on the recommended methods for the length of the series with an assessment of alternative methods using appropriate diagnostics where possible.

(B) Choose a method for temporal disaggregation or benchmarking only considering the length of the series.

(C) Application of complex statistical methods where the series are too short.
6.3 Dealing with chain-linked series

DESCRIPTION

If temporal disaggregation or benchmarking of chain-linked measures is required, there is a question of whether to do this before or after chain-linking. Chain-linking techniques are discussed in more detail with further references in the Handbook on Quarterly National Accounts (Eurostat, 2013 edition). An important consideration in the decision is whether the time series in the temporal disaggregation or benchmarking exercise are consistent. Chain-linked series can be considered consistent time series and therefore temporal disaggregation and benchmarking methods can be applied directly.

In statistical processes, aggregating chain-linked Laspeyres-type volume measures for example, involves ‘unchaining’ the chain-linked measures to provide series described as being in previous year’s prices (PYPs), aggregating PYPs up the aggregation structure and then re-chaining. In this situation it may be important to consider the stage at which temporal disaggregation or benchmarking is applied and should be considered alongside the discussion in section 3.2 of these guidelines. An ‘unchained’ series in PYPs is not strictly speaking a consistent time series and should not be directly temporally disaggregated or benchmarked. The method of chain-linking can distort temporal constraints, for example the quarterly overlap method, and therefore it is important to restore the temporal consistency in these cases by benchmarking after chain-linking.

If a direct approach to temporal disaggregation or benchmarking is taken for a set of sectoral or geographic series other reconciliation techniques should not be performed to restore sectoral or geographic consistency as the chain-linked series are not additive.

OPTIONS

- Temporal disaggregation or benchmarking is performed on chain-linked series. If after consulting section 3.2 of these guidelines sectoral or geographical aggregation of the temporally disaggregated or benchmarked series is required, these are ‘unchained’ to provide previous year price measures that can be aggregated and then re-chained. Depending on the method of chain-linking, benchmarking may be required to provide temporal consistency in the final temporally disaggregated or benchmarked aggregated chain-linked high frequency series.
- Do not consider issues of direct or indirect methods of temporal disaggregation and benchmarking and only ever perform temporal disaggregation or benchmarking directly on individual chain-linked series.
- Temporal disaggregation or benchmark methods applied to ‘unchained’ previous year’s price measures.
- Directly temporally disaggregate or benchmark series and use other reconciliation techniques to restore sectoral or geographic consistencies.
ALTERNATIVES

(A) Temporal disaggregation or benchmarking is performed on chain-linked series. If after consulting section 3.2 of these guidelines sectoral or geographical aggregation of the temporally disaggregated or benchmarked series is required, these are ‘unchained’ to provide previous year price measures that can be aggregated and then re-chained. Depending on the method of chain-linking (for example, the quarterly overlap method), benchmarking may be required to provide temporal consistency in the final temporally disaggregated or benchmarked aggregated chain-linked high frequency series.

(B) Do not consider issues of direct or indirect methods of temporal disaggregation and benchmarking and only ever perform temporal disaggregation or benchmarking directly on individual chain-linked series, ignoring issues of sectoral or geographic consistency.

(C) Temporal disaggregation or benchmarking is performed on ‘unchained’ data. Or directly temporally disaggregate or benchmark series and use other reconciliation techniques to restore sectoral or geographic consistencies.
6.4 Calendarization

DESCRIPTION

Time series data do not always coincide with calendar periods. Examples include fiscal years starting in March or April or retail survey data which may be collected on a four or five-week period instead of calendar month basis.

Calendarization is the process of transforming the values of a flow time series observed over varying time intervals into values that cover given calendar intervals such as month, quarter or year. The process involves two steps. The first is the temporal disaggregation of the observed values into a high-frequency (often daily) series. The second step reaggregates the resulting high-frequency (daily) values into the desired calendar reference periods.

In most cases, we have little information on the high-frequency series. The temporal disaggregation process could then be based on a method of disaggregation without indicator as discussed in chapter 3. The disaggregation might also involve a high-frequency indicator varying in function for instance of seasonality, of trading day or of other calendar effects. In such cases, the first step of calendarization will consist in benchmarking that indicator to the reported values, using for instance a modified Denton procedure.

Compared to temporal disaggregation or benchmarking, calendarization – especially in the case of daily disaggregation – implies solving large systems of equations, which may raise tricky practical issues. Approaches based on spline interpolation or on appropriate state-space representations can provide efficient solutions, contrary to standard matrix computations, which are often unfeasible. The state-space framework has the additional advantage of allowing an easy derivation of the errors that the calendarization process generates on the final aggregated results.

OPTIONS

- Assignment procedure, where the data relating to non-calendar periods is allocated to a specific calendar-period according to arbitrary rules.
- Fractional or pro rata method, allocating data to calendar periods as weighted sums of overlapping non-calendar period values.
- Temporal disaggregation without indicator or equivalently benchmarking using a constant indicator.
- Benchmarking using a priori information on the seasonality or on the trading day/calendar effects.

The two last options should be implemented using algorithms based on spline interpolation or on state-space forms.

ALTERNATIVES

(A) Benchmarking using a priori information or, failing that, temporal disaggregation without indicator. When an estimation of the standard errors generated by the process is desirable, state-space forms should be the preferred approach. Otherwise, fast methods based on spline interpolation are equivalently advisable.

(B) Fractional or pro rata method.

(C) Arbitrary assignment procedure.
7.1 Routine revisions

DESCRIPTION
Routine revisions usually characterize the regular production process of high and low frequency statistics. They are usually due to some factors such as the incomplete information set used to produce preliminary estimates of official statistics, the replacement of some sources with more reliable ones, the update of parameters of seasonal adjustment and estimation techniques etc. As for seasonal adjustment in this context it is of great importance to define a clear policy for the re-estimation and re-identification of temporal disaggregation and benchmarking models to avoid too many revisions and to increase the transparency or procedures. Re-estimating and re-identifying models too frequently might lead to more precise results but also to more revisions; on the other hand, re-estimating and re-identifying the models quite rarely could contribute to the stability of data over time but might compromise the accuracy of the estimates. Therefore, a compromise between these two extremes has to be identified.

OPTIONS
- Re-estimate parameters each time the method is used and re-identify the models once a year.
- Re-estimate parameters and re-identify the models each time the method is used.
- Re-identify and re-estimate models and parameters once a year.
- Re-estimate and re-identify parameters and models on an irregular base.
- Never re-estimate and re-identify parameters and models.

ALTERNATIVES
(A) When past data are revised for less than two years and/or new observations are available, re-estimate the parameters and the models once a year or whenever the seasonal adjustment models are revised. In case of data revised for more than two years and/or unexpected events, evaluate the case for re-estimating parameters during the year.
(B) Re-estimate the parameters each time the method is used and re-identify the models once a year.
(C) Any other solution.
7.2 Period of routine revisions

DESCRIPTION

Usually, revisions characterizing official statistics tend progressively to converge to zero so that, after a certain number of periods, data are not revised further and considered as definitive unless major revisions occur. This process is led by the low frequency data when both low and high frequency estimates exist for the same variable such as in the case of national accounts and labour market statistics. Ideally high frequency data should follow the revision behaviour of the low frequency ones not being anymore subject to revisions when low frequency data are definitive. Unfortunately, due to the use of temporal disaggregation, benchmarking and reconciliation techniques, this is not necessarily the case. To avoid the phenomena of a continuous revision process for high frequency data even when the corresponding low frequency figures are not subject to revision, some restrictions to statistical methods used on high frequency indicators may be required.

In some statistical domains the period of revisions is set by existing agreements that provide a compromise between constraints of the data production process and requirements for a common revision policy. For these cases the number of periods that are subject to revision is fixed and could differ at different times.

OPTIONS

- Estimate the benchmarking, temporal disaggregation and reconciliation models over the full time-span of low frequency data but revise only high frequency data corresponding to revised low frequency data and freeze the previous data.
- Estimate the benchmarking, temporal disaggregation and reconciliation models over a significant subsample of low frequency data such as the last 10-15 years (or similar span for quarterly low frequency data) and freeze high frequency data corresponding to non-revised low frequency data.
- Do not use any restriction letting high frequency data to be revised theoretically over the full time-span.

ALTERNATIVES

(A) Identify the most suitable time span for estimating the benchmarking, temporal disaggregation and reconciliation models but freeze high frequency data consistently to the non-revised low frequency ones checking regularly to avoid the presence of any break to this procedure.

(B) Always estimate the benchmarking, temporal disaggregation and reconciliation models on the whole time-span and freeze high frequency data consistently with low frequency data.

(C) Revise the whole high frequency time output where there are no revisions to the low frequency series and no significant improvement in the quality of the output.
7.3 Major revisions

DESCRIPTION

Major revisions rarely occur and are due to important changes in the statistical production system such as: adoption of new legislation, methodological changes, adoption of new definitions and/or nomenclatures etc. Furthermore, they can also be associated to a periodic review of the sources used in compiling statistics, in an update of the base year for fixed year base indices etc. In both cases major revisions are normally scheduled in advance, pre-announced and well documented also with comparative investigation of methods and models. The publication of major revisions is considered a good opportunity to review the temporal disaggregation, benchmarking and reconciliation techniques used to concentrate revisions in a single publication.

OPTIONS

- Carry out an in-depth review of temporal disaggregation benchmarking and reconciliation techniques whenever major revisions take place and provide detailed documentation about the changes planned in these fields.
- Perform a detailed review of temporal disaggregation benchmarking and reconciliation techniques together with major revisions providing only a summary documentation on the changes implemented.
- Only review temporal disaggregation, benchmarking and reconciliation techniques in a marginal way without any in-depth investigation.
- Review temporal disaggregation, benchmarking and reconciliation techniques independently from other major revisions.
- Never conduct a general review of temporal disaggregation, benchmarking and reconciliation techniques.

ALTERNATIVES

(A) Always schedule a general review of temporal disaggregation, benchmarking and reconciliation methods together with other major revisions. Define the content and the depth of the review also in relation to other foreseen changes. Provide a detailed documentation on the changes performed.

(B) Conduct a review of temporal disaggregation, benchmarking and reconciliation techniques together with some major revisions already foreseen without an in-depth investigation of all methodological aspects. Provide basic information to the users.

(C) Do not review temporal disaggregation, benchmarking and reconciliation techniques in the case of major revisions.
8.1 Quality assessment of temporal disaggregation

DESCRIPTION

A standard check for quality of temporal disaggregation is provided by graphical and/or correlation analysis comparing disaggregated series with indicators. Sign analysis, distance measures and related tests are further evaluation methods.

Recursive exercises on different (increasing) subsamples provide a good check for stability of the disaggregation.

When statistical models are adopted the evaluation concerns standard residual diagnostics, goodness of fit statistics and tests on reliability and significance of parameters. The analysis on the stability extends in this case also to model parameters.

OPTIONS

- Limit evaluation to graphical and correlation analysis.
- Extend the analysis to sub-periods to investigate the stability of the temporal disaggregation.
- Extend the analysis to standard regression diagnostics when statistical methods are adopted.
- Do not perform any quality assessment.

ALTERNATIVES

(A) Check of goodness of fit and stability of temporal disaggregation. Use standard diagnostic checks when statistical methods are adopted.
(B) Limit evaluation to few distance measures.
(C) Absence of evaluation.
8.2 Accuracy of benchmarking and reconciliation

DESCRIPTION

Benchmarking and reconciliation procedures are generally applied at the end of the data production process. For the quality of the data it is critical to obtain a good quality benchmarked target series, where the revisions have limited effects. The benchmarking procedure cannot be considered a tool for the improvement in quality of initial poor data and the overall quality of benchmarked series will depend on both the quality of initial data and the quality of the benchmarking procedure. A measure of the quality of the benchmarking procedure should then not account for the original quality of the input data. The quality of the benchmarking procedure can be measured by the distance between the original series and the benchmarked series in terms of RMSE or in terms of growth rate preservation.

Graphical comparison between the preliminary high frequency series and the benchmarked one can provide useful information. Furthermore, it can be interesting in addition to the usually applied sign concordance rate also to investigate the difference of growth rate and the associated mean and variance. Obviously, the quality assessment of the benchmarking exercise should not ignore the size of the discrepancy to be distributed since it affects the final quality of the results of the exercise.

OPTIONS

- Carry out a graphical comparison of preliminary and benchmarking series.
- Complement a graphical comparison with a basic analysis of the growth rate to check the movement preservation principle.
- Carry out an in-depth comparison of preliminary and benchmarked series based on graphical and descriptive statistics. Also including a detailed investigation of the growth rate difference.
- Do not perform any quality assessment.

ALTERNATIVES

(A) Detailed quality assessment of the benchmarking exercise based on a graphical comparison of the preliminary and benchmarked series complemented by a detailed comparison of the growth rate using the sign concordance rate as well as investigation of the growth rate differences.

(B) Quality assessment based on a simple graphical comparison of preliminary and benchmarked series.

(C) Do not perform any quality assessment of the benchmarking exercises.
8.3 Metadata

DESCRIPTION
Metadata is data providing additional information about the main supplied data. When temporally disaggregated data (including benchmarked/reconciled data) are supplied it is important to complement it with information regarding their nature (i.e. temporally disaggregated), the used inputs, the used statistical methods, associated quality measures, links to relevant and publicly available policies and release calendar, reference to international standards, reference contacts. Thanks to this information the user will be able to use the data consciously, fully understanding its informational content and avoid misuse. Information provided should put the users in a position to replicate the procedure. Metadata should not just cover the methodological choices but also the reasons behind them.

Complement temporally disaggregated data (including benchmarked/reconciled data) with complete metadata including nature of the supplied data, inputs, statistical methods, associated quality measures, links to relevant and publicly available policies and release calendar, reference to international standards, reference contacts. A section of the metadata shall explain methodological choices and their reasons. A bibliography will also help the users.

OPTIONS
- Provide full metadata including all relevant information.
- Provide basic metadata.
- Provide incomplete basic metadata.
- Do not provide any metadata.

Alternatives
(A) Provide full metadata covering all relevant information.
(B) Provide basic metadata on the nature of the supplied data, inputs, statistical methods and reference contacts.
(C) Do not provide metadata or providing incomplete metadata.
References


https://ec.europa.eu/eurostat/documents/3859598/5936013/KS-GQ-13-004-EN.PDF/3544793c-08e0-4831-a7ad-a5cfe5d8c8d0


https://ec.europa.eu/eurostat/documents/3859598/8555708/KS-GQ-17-008-EN-N.pdf/7f40c70d-0a44-4459-b5b3-72894e13ca6d


Elezović S., Xie Y. (2018) Reconciliation of seasonally adjusted data with applications to the Swedish quarterly national accounts, Statistical Neerlandica, Volume 72, issue 4 (Special Issue), 590-602.


Guerrero V. M., Corona F. (2018) Retropolating some relevant series of Mexico’s System of National Accounts at constant prices: The case of Mexico City’s GDP, Statistical Neerlandica, Volume 72, issue 4 (Special Issue), 495-519.


Latendresse, E., Djona, M. and Fortier, S. (2007), Benchmarking sub-annual series to annual totals – from concepts to SAS procedure and SAS K12089 Chapter: 10 page: 253 date: February 14,


## Getting in touch with the EU

### In person
All over the European Union there are hundreds of Europe Direct Information Centres. You can find the address of the centre nearest you at: [https://europa.eu/contact](https://europa.eu/contact)

### On the phone or by e-mail
Europe Direct is a service that answers your questions about the European Union. You can contact this service
- by freephone: 00 800 6 7 8 9 10 11 (certain operators may charge for these calls),
- at the following standard number: +32 22999696 or
- by electronic mail via: [https://europa.eu/contact](https://europa.eu/contact)

## Finding information about the EU

### Online
Information about the European Union in all the official languages of the EU is available on the Europa website at: [https://europa.eu](https://europa.eu)

### EU Publications
You can download or order free and priced EU publications from EU Bookshop at: [https://bookshop.europa.eu](https://bookshop.europa.eu). Multiple copies of free publications may be obtained by contacting Europe Direct or your local information centre (see [https://europa.eu/contact](https://europa.eu/contact))

### EU law and related documents
For access to legal information from the EU, including all EU law since 1951 in all the official language versions, go to EUR-Lex at: [https://eur-lex.europa.eu](https://eur-lex.europa.eu)

### Open data from the EU
The EU Open Data Portal ([https://data.europa.eu/euodp/en/data](https://data.europa.eu/euodp/en/data)) provides access to datasets from the EU. Data can be downloaded and reused for free, both for commercial and non-commercial purposes.
ESS guidelines on temporal disaggregation, benchmarking and reconciliation

In official statistics there is an increasing demand for indicators at a higher frequency than have traditionally been observed. Eurostat and the European Statistical System (ESS) developed these guidelines to help data producers derive high frequency data (e.g. quarterly or monthly) from low frequency data (e.g. annual) and to address related temporal and accounting constraints. These guidelines are aimed at those involved in the production and analysis of infra-annual European statistics (compiled by Eurostat) and corresponding country specific official statistics compiled by National Statistical Institutes (NSIs). They have been conceived both for experts and beginners. In order to rank the different methods, each issue is discussed following a structure with three parts: a description (free text presenting the problem), a list of options (various possibilities to deal with the specific issue) and a list of ranked alternatives (A,B,C). Namely:

(A) Best alternative: should always be the target for producers.

(B) Acceptable alternative: retained only if time or resource issues prevent alternative (A).

(C) Alternative to be avoided: not a recommended option.

Being in line with these guidelines will ensure higher quality results, e.g. avoiding false signals and misinterpretation of the dynamics of the data.

For more information
https://ec.europa.eu/eurostat/