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1 Introduction 

1.1  Motivation 

The demand for reliable information on the level of cities and functional urban areas has increased 

significantly. However, the increasing need for detailed information in politics and economics is 

largely offset by unchanged or even lower budgets for data collection. Often, the sampling designs of 

social surveys are only designed for a reliable design-based estimation at the state or federal level 

due to maximum permissible sample sizes. By contrast, cities and functional urban areas are usually 

not incorporated in the sampling design and are, therefore, referred to as unplanned areas. As the 

relevant areas might have unplanned and, hence, random as well as small sample sizes, the 

estimation of the respective parameters of interest might be challenging. A direct design-weighted 

estimation method such as the well-known estimator by Horvitz and Thompson (1952), which 

includes only sampled units from each area of interest itself, might lead to unbiased estimates. 

However, unplanned and small sample sizes due to the disregard of cities and functional urban 

areas at the stage of designing the sample might result in imprecise estimates with large standard 

errors. It might even be the case that some areas of interest may not be sampled at all. Thus, the 

user needs often exceed the limits of traditional estimation methods. 

Small area estimation methods may be used to improve the quality of estimates for the respective 

areas of interest. These mostly model-based approaches incorporate additional auxiliary information 

from further areas by means of a previously defined model. This enables an increase in precision 

and even the estimation for areas which have not been sampled at all. 

The purpose of the guidelines at hand is to help national statistical institutes to produce small area 

estimates. In addition to the reliability and precision of the estimates, coherence and comparability 

across all member states is of particular importance. This, however, might be a challenge as the 

sampling designs of suit- able surveys as well as the availability of auxiliary variables differs largely, 

which underlines the need for harmonization. Given each respective survey and data situation, the 

guidelines are supposed to provide support to identify the current best practice to implement small 

area estimation. The common step-by-step procedure of specifying, implementing and evaluating 

various small area estimation techniques up to the final selection of an optimal approach, therefore, 

is an essential step towards a comparability of the estimation process and the respective results. 
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1.2  Additional information 

The field of small area estimation has grown fast in the past years. The guidelines cannot provide a 

full overview on all the methods that are available. For ensuring a certain degree of autonomy of this 

document, some basic small area estimation methods are described in the Appendix A. Further, an 

exemplary application that follows these guidelines is performed in Section 6 to enhance the 

applicability of the guidelines. 

For the interested reader, wanting to deepen the knowledge in the field of small area estimation 

beyond the scope of these guidelines, the following references are a good starting point. The most 

prominent book on small area estimation is the one by Rao and Molina (2015). This book gives a 

concise overview of up-to-date small area methods from a mathematical statistical point of view. It 

also includes some examples on the use of the different estimators. Pfeffermann (2013) provides a 

review article on small area estimation methods, giving a very compact insight on the broad range of 

possible directions of the methodological advancements. In the book edited by Pratesi (2016), a 

large collection of different small area estimation techniques applied to poverty measurement is 

offered. 

In cases where investigations and comparisons are required for specific situations to be encountered 

in official statistics, reports generated by or in cooperation with statistical offices might provide 

reasonable starting points. Examples are the work by Szymkowiak et al. (2017), Sõstra and Aru 

(2013), Strzalkowska and Molina (2018) as well as the EURAREA project (EURAREA Consortium, 

2015). Nevertheless, it has to be emphasised that project reports designed for specific issues are not 

generalisable to each situation, in which small area estimates are desired. 

1.3  Scope 

The guidelines aim at providing a consistent framework for implementing small area estimation in the 

context of city statistics. In the course of this, they cover relevant issues associated with the 

specification, implementation and evaluation of methods as well as with the choice of a final optimal 

approach. Consequently, issues related to the different stages of the production process are covered 

and different options at each step are described. In contrast, the methods themselves are not 

discussed in detail. The interested reader will find further information in the appendix. 

The guidelines in Sections 3 through 5 follow a standardized structure. They start with a description 

presenting each respective problem in the small area estimation process. This problem description is 

followed by a list of options, which present possibilities to deal with the specific problem at hand. On 

this basis, each guideline closes with a list of three ranked alternatives. Alternative (A) is considered 

to be the best choice that should be targeted in each case. Alternative (B) is an acceptable option to 

be chosen if certain constraints prevent the implementation of alternative (A). Alternative (C), 

however, is an alternative that is not recommended for further implementation and therefore should 

be avoided by the producers. 
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2 Terms and basic definitions 

Small area estimation problems deal with the simultaneous estimation of several parameter 

values, which are partitioned according to regions or content. 

Areas denote subgroups defined by regions. 

Examples: federal states, sampling points, districts or municipalities, NUTS or LAU regions 

Small areas/domains denote areas/domains in which the sample size is not large enough for a 

direct design-based estimation of sufficient precision. Further information from outside the 

area/domain are required for a reliable estimation. The term is independent of the actual size of the 

area/domain (e.g. the area of interest might be a rather large city, but the sample size within this city 

is too small for a precise direct estimation). 

Direct estimators only use data from the area of interest itself. 

Examples: mean estimators, separate regression estimators 

Indirect estimators denote all estimators which also use information from outside the area of 

interest. In this context, one strives to borrow strength from additional information outside the area of 

interest. Thereby, similarities and differences between different areas or subpopulations are 

modelled using implicit or explicit models. These models are then used for the prediction of 

population characteristics. 

Examples: national sample mean, model-based estimation approaches 

Design-based estimators are approaches whose inference is based on the probability distribution 

generated by the underlying sampling design. The estimators refer to a fixed and finite population. 

Design-based methods are (approximately) design-unbiased. However, they might be subject to a 

large estimation variance if the (area/domain-specific) sample size is small. Note that design-based 

estimators may use models to improve the accuracy of the estimator. They are then also called 

model-assisted estimators (cf. Appendix A.2). 

Examples: Horvitz-Thompson estimator, GREG estimator, calibration estimator 
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Model-based estimators include additional auxiliary information. Through the statistical modelling of 

a relation across all areas, it may be possible to achieve a stabilisation of the estimation. The 

objective is to predict unobserved values, which are then used to estimate the parameters. The finite 

population thereby is considered to be a random realisation of a super population. Model-based 

methods may be subject to a bias. Their estimation variance however tends to be small in 

comparison to design-based approaches. The (area/domain-specific) sample size only has a minor 

influence on the estimation variance. 

Examples: synthetic approach, EBLUP (empirical best linear unbiased predictor) methods 

Unit-level models can be used if information about the variable of interest, the auxiliary variables 

and the area membership is available for all units of the population. In the case of a linear model, the 

knowledge of the variable of interest and the auxiliary variables for the sample elements only is 

sufficient. Furthermore, the area-specific aggregated values of the auxiliary variables must be known 

for the population. 

Area-level models can be used if no access is possible to unit-level information or suitable auxiliary 

information is not available at unit level. It requires direct estimators for the variables of interest in the 

areas and the aggregated values of the auxiliary variables in the areas. Area-level models have 

advantages in terms of computing time that can be used to estimate more complex models. 

Planned areas exist if the underlying sampling design is a stratified random sample, whereby the 

areas of interest constitute the strata. The requirement is that the sampling design is based on the 

area membership of the population units. Areas can be considered to be separate subgroups, within 

which traditional estimation approaches can be applied. The area-specific sample size is often fixed 

and known. 

Unplanned areas exist if the area membership is not taken into account within the sampling design. 

Thereby, the area-specific sample sizes are random. 

Non-sampled areas are areas from which no sample units have been drawn. This is the case when 

the areas of interest are unplanned a priori, which results in a random sample size in single (or all) 

areas. Therefore, in extreme cases, certain areas are non-sampled. 
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3 Specification and evaluation of needs and resources 

3.1 Definition of target areas 
Description 

The definition of the target areas significantly impacts all following steps connected to the production 

of small area estimates. It may seem desirable to estimate at a level which is as small as possible. 

However, decreasing the size of the target areas increases the extent and precision of the auxiliary 

information required for the estimation. Therefore, the aim should be to find a target level with a 

granularity that both meets the users’ requirements and is supported by the data availability (Tzavidis 

et al., 2018). In addition, the question of whether the areas of interested are planned or unplanned 

areas is of vital importance, as it affects the required methodology. 

Moreover, it should be decided whether estimates for superordinate geographical or content-related 

areas are of interest in addition to estimates for the target geography. With regard to the coherence 

of estimates, it may be desirable that an aggregation of subgroup-specific estimates is equivalent to 

the estimate for the superordinate area. This would require so-called benchmarking approaches 

described in Section 4.5. 

Options 

 Define planned areas only, which correspond to the strata of a sample survey suitable for 

the estimation. 

 Define different target areas and compare the feasibility of estimation at each 

level.parameters: related to the distribution of target variables in the population, 

 Define areas in accordance with the respective user needs. 

 

Alternatives 

(A) At first, define a target area at a sufficiently high level of aggregation and continue with 

further disaggregated levels after the estimation at the respective level has proven to be 

feasible. 

(B) Directly target a level that appears to be sufficiently included in the design of the sample 

survey and offers enough auxiliary information to be used for the estimation. 
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(C) Define the target geography straightforward considering user needs only and regardless of 

the data availability and granularity. 

 

3.2 Definition of target parameter 
Description 

In addition to the target areas, the definition of the target parameter to be estimated is also of vital 

importance. The target parameter needs to be well-supported by the available data. An increasing 

complexity of the indicators of interest simultaneously increases the granularity of the data that are 

needed for the estimation (Tzavidis et al., 2018). 

In this context, one has to differentiate between linear and non-linear target parameters. Linear 

parameters comprise totals, means and proportions. The estimation of these indicators as well as the 

estimation of their variances is relatively uncomplicated. In contrast, indicators such as the at-risk-of-

poverty rate, the at-risk-of-poverty threshold, the Gini coefficient or percentiles of income distributions 

are non-linear functions of survey variables. Often, their estimation is not possible using the common 

small areas estimation approaches without further adaptation (Münnich et al., 2013). Moreover, 

access to microdata in the form of a census or register might be necessary for a successful 

estimation. In addition, approximations are needed in order to estimate the variance of these 

indicators. Therefore, these parameters should only be aimed at if they are well-supported by the 

data availability. 

Options 

 Define the target parameter in consideration of the data situation. 

 Define the target parameter in consideration of user needs. 

Alternatives 

(A) Define the target parameter in consideration of the current data situation and granularity. 

(B) Define the target parameter in consideration of certain user needs which are compatible with 

the data situation. 

(C) Define the target parameter straightforward considering user needs only and regardless of 

the data availability and granularity. 

 

3.3 Distinction of sampling designs 
Description 

The estimation of the parameter of interest for small areas is usually based on the use of survey 

data. The sampling designs employed by the individual national statistical institutes in different social 

surveys are very diverse, which implies considerably different conditions for the application of small 

area estimation techniques and the choice of the estimation approach across member states. 
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Especially when using design-based estimation approaches, the sampling design has a considerable 

impact on the accuracy of the resulting estimators. For a detailed overview on the influence of 

sampling designs on small area estimation, the reader is referred to Burgard et al. (2016). 

It is important to examine to what extent the small areas of interest are covered by the sample to be 

used and whether observations are available for every target area. In the case of two-stage sampling 

designs, it might often be the case that the areas of interest have been used as primary sampling 

units. Hereby, the sampling fraction of secondary sampling units within sampled primary units, i.e. 

the areas of interest in this case, tends to be notably higher than the sampling fraction of primary 

sampling units in simple random sampling or stratified random sampling approaches. This would 

result in a large number of non-sampled areas of interest, i.e. the target areas themselves are either 

sampled to a comparatively large extent or not sampled at all. In this case, the small area estimation 

will rely heavily on the underlying model assumptions (Tzavidis et al., 2018), which has to be 

considered at the stage of the implementation. 

Options 

 Identify the sampling design used. 

 Identify the level of primary and secondary sampling units (if any). 

 Identify the target areas in relation to the stages of the sampling design. 

 Examine the distribution of the sample size across areas. 

Alternatives 

(A) Implement all options mentioned above and identify the relation between the target areas 

and the primary and secondary sampling units of the underlying sampling design. 

(B) Implement certain options only. 

(C) Disregard the underlying sampling design. 

 

3.4 Definition of data availability 
Description 

Small area estimation approaches heavily rely on the availability of auxiliary information in the form 

of further survey data, administrative registers or census data. These sources contain variables that 

might be correlated with the target variable and thus might be highly suitable to be used for the 

stabilisation of the estimation. Therefore, a differentiation between area-level and unit-level auxiliary 

data has to be made. Access to unit-level auxiliary data might be challenging but necessary for non-

linear target parameters. 
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Options 

 Compile unit-level and/or area-level auxiliary information. 

 Examine the quality of the data. 

 Examine the explanatory power of the auxiliary variables, e.g. using model selection criteria 

such as the Akaike Information Criterion (AIC) and the conditional AIC criterion (see for 

example Saefken et al., 2014). 

 If estimates are used as area-level auxiliary information, estimate their variance. 

Alternatives 

(A) Compile auxiliary data that strongly supports the target parameter. Examine the quality and 

explanatory power of the auxiliary variables. 

(B) Compile auxiliary data considering the target parameter but without examining their quality 

and explanatory power. 

(C) Compile auxiliary data without considering the target areas and the target parameter. 
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4 Implementation of small area estimation 

4.1 Choice of small area estimation approach 
Description 

The traditional way of obtaining population estimates used within national statistical institutes is to 

use design-based methods. That is, the sample is taken to be a random subset of a finite and fixed 

population. The observed values themselves are, therefore, not considered to be random variables. 

Only the inclusion of a unit of the population into the sample is random. Based on this randomization, 

which is fully defined by the survey design, properties such as design-unbiasedness and design-

consistency can be postulated. 

A design-unbiased estimator is the Horvitz-Thompson estimator proposed by Horvitz and Thompson 

(1952). Unfortunately, the variance of this estimator tends to be quite large, especially in the case of 

small sample sizes within an area or domain. This problem is aggravated if sample sizes are not 

fixed but a random number themselves. In this case, the Hájek estimator proposed by Hájek (1971) 

is preferable. See also p. 182 of Särndal et al. (1992) and Dorfman and Valliant (1997) for a deeper 

discussion of the advantages of the Hájek estimator. 

If some additional information on the population is available at population level, that is, not only for 

the sample but also for the rest of the population, model-assisted estimation methods can be applied, 

for example the GREG estimator proposed by Cassel et al. (1976). Here, a model is used to reduce 

the unexplained variability of the variable of interest. The resulting predictor typically has a variance 

that is lower or equal to the one of the Horvitz-Thompson estimator. Still, for applying this approach, 

the sample size needs to be large enough in the domains and areas of interest. The necessary 

sample size is determined by the level of precision required for the produced population estimates. If 

the variance estimates for the GREG estimates indicate too high a variability, the design-based and 

model-assisted approaches are not suited for the production of these estimates. In this case model-

based small area estimation methods should be applied. 

Oftentimes, the areas and domains of interest are not planned in the design phase of a survey. 

Therefore, it is common to observe that some areas have no or only a negligible number of sampled 
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units. This leads to the necessity to produce estimates for these areas or domains without having 

any area/domain-specific information on the variable of interest. In this case, synthetic estimation 

procedures can be applied. The synthetic estimation methods produce their estimates solely from a 

model prediction point of view. That is, a model is fitted to the data and a prediction that is 

unconditional on the variable of interest is used. This typically leads to very low variability in the 

predictions. On the other hand, if the model does not perfectly describe the variable of interest, which 

should generally be assumed to be the case, the predictions can lead to large biases. 

The empirical best predictors try to use the best of both worlds by conditioning the prediction on the 

variable of interest, and thus using a convex combination of a direct and a synthetic estimation 

procedure for the population values of interest. Among many, there are the two standard estimators, 

the Fay-Herriot estimator (Fay and Herriot, 1979) as an area-level estimator and the Battese-Harter-

Fuller estimator (Battese et al., 1988) as a until-level estimator. These empirical best predictors have 

shown to have a much lower variability than model-assisted estimation procedures at the cost of 

accepting some possible bias under the design randomization. However, if the model is adequate, 

the bias tend to remain moderate. In contrast, if the model does not have a large explanatory power, 

bias tends to be dominant in the mean squared error (MSE) of the empirical best predictor. 

Note that depending on the distribution of the dependent variable, the (assisting) model has to be 

chosen accordingly. For continuous data typically linear models with Gaussian errors are used. For 

binary dependent variables often times logit models are preferred, see González-Manteiga et al. 

(2007) and Lehtonen and Veijanen (1998), and for multinomial data multinomial logit models like in 

López-Vizcaíno et al. (2015). 

Options 

 Use design-based estimation methods. 

 Use model-assisted estimation methods. 

 Use synthetic estimation methods. 

 Use empirical best prediction methods 

Alternatives 

(A) If sample sizes are large enough and the necessary auxiliary information is given for the 

population, the use of a model-assisted estimator is a good approach. 

(B) If the precision in (A) is not good enough, an empirical best prediction approach should be 

applied. 

(C) If no sampled units are available in some areas of interest, the only remedy left is to use a 

synthetic estimation procedure. 
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4.2 Unit- versus area-level empirical best prediction 

Description 

When estimating using empirical best predictors, two major approaches exist. First, one could use a 

unit-level estimator, such as the BHF estimator (Battese et al., 1988). This estimator takes as input 

values the unit-level characteristics of the sampled units. Then, a statistical model, in this case a 

linear mixed model, is fitted on the sampled data and extrapolated using the known population 

values for the auxiliary variables in the model. This, however, requires the knowledge of additional 

auxiliary variables in the population. These variables are available from registers in some countries. 

In the case of using a linear (mixed) model, aggregated totals of the auxiliary variables on area or 

domain level are sufficient. In the case of non-linear models, e.g. a logistic (mixed) model, the 

auxiliary information has to be available for each single unit in the population separately. This 

imposes a very high degree of dependence on available information for the researcher that applies 

small area estimation methods on unit level. 

Alternatively, area-level models such as the FH estimator (Fay and Herriot, 1979) can be applied. 

These area-level models need both the variable of interest and the auxiliary variables to be 

aggregated totals or means on area level only. This information is typically much easier to gain. Even 

if there are registers for the population, for confidentiality reasons, these may not in fact be usable in 

many cases. 

In general, if the unit-level information is available, one can suspect to obtain more precise 

predictions with unit-level estimators than with area-level estimators. Vogt (2008) describes a 

situation where the opposite is the case. Therefore, the choice between area- and unit-level 

estimators depends mostly on the availability of data. 

Options 

 Use unit-level empirical best predictors 

 Use area-level empirical best predictors 
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Alternatives 

(A) If unit-level data is available for the auxiliary variables for all units in the population unit-level 

estimators should be used. 

(B) If the auxiliary variables are only known at aggregated level for the areas or domains, but 

not on unit-level for the out-of-sample units, unit-level estimators may still be applied based 

on linear mixed models. 

(C) If data is only available as aggregates on area-level, then area-level empirical best 

predictors should be used. 

 

4.3 Auxiliary variables measured with (out) errors 

Description 

One of the core assumptions of the estimation methods described above is that the auxiliary 

variables are measured without errors. If the auxiliary variables are deduced from registers, the 

measurement error is typically taken to be negligible. However, registers are also prone to errors, 

and these could lead to reduced precision of the estimators. 

In the case where measurement errors are observed, this should be accounted for in the estimator. 

For unit-level models with measurement errors in the auxiliary variables, there has not been much 

research done yet to our knowledge. For the case of area-level models Ybarra and Lohr (2008) 

proposed an extension to the FH model allowing for measurement errors in the auxiliary variables. 

Burgard et al. (2019) propose an analytical MSE estimator for the case where the measurement 

errors are normally distributed, which is a plausible assumption due to the central limit theorem. 

Options 

 Use estimators not accounting for measurement errors. 

 Use estimators accounting for measurement errors. 

Alternatives 

(A) If there are measurement errors in the auxiliary variables, then the estimator should be 

chosen such that they can be accounted for. 

(B) If there is no appropriate estimator accounting for measurement errors, e.g. unit-level 

empirical best predictor, then the estimates have to be taken with caution. 

(C) The auxiliary data contain errors, but these are ignored without further mentioning. 

4.4 Testing for area-specific random effects 
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Description 

Population registers containing information at the level of households and even persons are an 

extensive source of auxiliary information. These are highly suitable for the stabilization of the 

estimation. Sometimes the synthetic part of the empirical best predictors have very high explanatory 

power. In other words, in a linear mixed model the area-specific random effects variance tends 

against zero. If it is zero, a simple linear regression model would suffice for the area predictions. 

Therefore, it is of interest to test for the need of the more complex linear mixed model. 

Datta et al. (2011) and Molina et al. (2015) propose a method for testing for the need of the random 

effect. Molina et al. (2015) provide a new MSE estimator specifically suitable for the case of a small 

number of areas. An exemplary test that follows the recommendations of this article is performed in 

Section 6. 

Options 

 Use the empirical best predictor without accounting for possibly neglectable random effects 

variance. 

 Test for the need for a random effect for the empirical best predictor. 

Alternatives 

(A) Test for the need for a random effect 

- If the random effect is significant, then use EBPs. 

- If the random effect is not significant, then either use EBPs or synthetic estimators. 

(B) Simply apply the empirical best predictor based on the linear mixed model. 

 

4.5 Assurance of coherence 

Description 

An important aspect in official statistics also contained in the European Statistics Code of Practice 

(EUROPEAN STATISTICAL SYSTEM COMMITTEE, 2017) is the assurance of internal coherence 

and consistency. In the context of small area estimation, it is of interest that the small area estimates 

satisfy the benchmarking property, i.e. they are vertically coherent with estimates at larger scale. 

Vertical coherence describes the aggregation of estimated values at small scale to superordinate 

estimated values in terms of hierarchical levels. 

The ratio benchmarking approach described by Rao and Molina (2015, p. 159 f.) is a simple method 

to ensure that small-scale estimates �̂�𝑑  add up to a reliable superordinate direct estimate 

 �̂�+
𝐷𝑖𝑟 = ∑ 𝑊𝑙�̂�𝑙

𝐷𝑖𝑟𝑚
𝑙=1  with 𝑊𝑙 = 𝑁𝑙 𝑁⁄  as known proportion of units in area l and provided that all 

areas are sampled (∑ 𝑊𝑙 = 1𝑚
𝑙=1 ). 
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Thereby, each area-specific mean estimate �̂�𝑑  is multiplied by a common adjustment factor 

�̂�+
𝐷𝑖𝑟 ∑ 𝑊𝑙�̂�𝑙

𝑚
𝑙=1⁄ . Thus, the ratio benchmark estimator is given by  

 

�̂�𝑑
𝑅𝐵 = �̂�𝑑(∑ 𝑊𝑙�̂�𝑙

𝐷𝑖𝑟

𝑚

𝑙=1

∑ 𝑊𝑙�̂�𝑙

𝑚

𝑙=1

⁄ )  

 

and ∑ 𝑊𝑑�̂�𝑑
𝑅𝐵𝑚

𝑑=1 = ∑ 𝑊𝑙�̂�𝑙
𝐷𝑖𝑟𝑚

𝑙=1 = �̂�+
𝐷𝑖𝑟 (Rao and Molina, 2015, p. 160) One drawback of this 

approach is that all area-specific estimates �̂�𝑑  are multiplied by one common adjustment factor 

regardless of the area-specific size and the precision of each estimate. In addition, the estimation is 

not design-consistent and the second-order unbiased MSE estimates are not available, as the MSE 

estimation is non-trivial. 

An alternative method that avoids the mentioned shortcomings is the pseudo-EBLUP according to 

You and Rao (2002), also referred to as You-Rao estimator, which automatically satisfies the 

benchmarking property by including survey weights. The approach is described in Section A.3.3 in 

the appendix. 

In addition to the pseudo-EBLUP, You and Rao (2003) derived a pseudo hierarchical Bayes 

estimator, which also utilises the design weights and automatically satisfies the benchmarking 

property. For detailed information on this approach, it is referred to (Rao and Molina, 2015) as well 

as to the underlying paper. 

Options 

 Utilisation of the ratio benchmarking approach. 

 Utilisation of the You-Rao estimator (i.e. the pseudo-EBLUP). 

 Utilisation of the pseudo hierarchical Bayes estimator. 

 Disregard vertical coherence and do not use any approach. 

Alternatives 

(A) Utilisation of the You-Rao estimator (i.e. the pseudo-EBLUP). 

(B) Utilisation of the ratio benchmarking approach. 

(C) Disregard vertical coherence and do not use any approach. 
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5 Model diagnostics and evaluation 

5.1 Model diagnostics 
 

Description 

Small area estimation approaches largely depend on the quality of the utilized models. Incorrect 

specifications may lead to a strong bias of the estimators and thus to a misleading basis of 

information in applications. Therefore, after implementing the small area estimation, the utilised 

model needs to be cautiously examined and checked for a violation of the underlying assumptions 

and a potential bias. For a comprehensive overview of model diagnostic techniques the reader is 

referred to Pfeffermann (2013). 

When implementing model-based small area estimation techniques, a bias is accepted for the sake 

of a decreased variance of the estimator. However, it is preferable that this bias resulting from the 

model-based prediction is as small as possible. Brown et al. (2001) suggest a graphical diagnostic 

for a visual examination of this potential bias. It is assumed that if the model-based estimators were 

unbiased estimates of the true parameter of interest, the equally unbiased direct estimates would 

fluctuate randomly around the values of the corresponding model-based estimates. Hence, a scatter 

plot, in which the relation between direct and model-based estimates is illustrated, would be evenly 

distributed around the bisector of the plot so that a linear regression would yield the parameter 𝛽0 =

0 for the intercept and 𝛽1 = 1 for the slope. 

In addition, the analysis of the residuals is a further important diagnostic tool. It has to be examined 

whether the assumption of normal distribution of the sampling errors and the random effects applies. 

A normal quantile-quantile plot (Q-Q plot), which illustrates the relation between the sample quantiles 

of the standardised residuals and the theoretical quantiles of a normal distribution, is a graphical 

diagnostic tool that tests this assumption. If the standardised residuals are normally distributed, they 

will lie on a straight line. If the normal Q-Q plot for the standardised residuals of the model-based 

estimation indicates a slight deviation from the normal distribution, an additional Shapiro-Wilk test for 

normality is a further tool to check whether the null hypothesis of normality can be rejected. In this 

context, both unit-level and area-level residuals should be taken into account. 
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Furthermore, it is assumed that the sampling errors have a constant variance. A further diagnostic 

graphical tool to check this requirement is to plot the residuals against the model-based estimates, 

i.e. the fitted values, in order to detect systematic patterns. 

Options 

 Examine whether a potential bias exists, e.g. by outlining the relation between the direct and 

the model-based estimates. 

 Examine whether the assumption of normal distribution of the sampling errors and random 

effects applies, e.g. by means of a Q-Q plot. 

 Examine whether the assumption of a constant variance of the sampling errors applies, e.g. 

by outlining the relation between the residuals and the model-based estimates. 

 

Alternatives 

(A) Implement all listed model diagnostic tools in order to ensure that the model estimation is 

not harmed by any violation of the model assumptions. 

(B) Implement those diagnostic tools that cover model assumptions which are likely to be 

violated given the present model. 

(C) Disregard the listed model diagnostic tools altogether. 

 

5.2 Evaluation of approaches 

Description 

The stage of model evaluation serves to find out whether the set of estimates can be considered to 

be of acceptable precision. 

The mean squared error (MSE) is the most common measure to assess the uncertainty associated 

with the area-specific prediction under the model that has been assumed (Tzavidis et al., 2018).  

However, the calculation of an expression for the MSE is significantly more difficult than the 

derivation of the predictors themselves. Although it is not possible to specify a closed form solution 

for the MSE of the EBLUP, approximations may be used, which decisively depend on the normality 

assumption of the random effects and the sampling errors. A common analytic MSE estimator 

developed by Prasad and Rao (1990) consists of three components. These reflect the uncertainty 

resulting from the prediction of the random effects, the variability resulting from the fixed effects term 

and the uncertainty due to the estimation of the variance components. A further approach for the 

estimation of the MSE is the usage of a resampling method, such as the parametric bootstrap (Efron, 

1982) or a jackknife approach. 
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The efficiency gain which can be achieved by the application of small area estimation methods may 

be analysed by calculating the ratio between the estimated MSE of the small area estimate and the 

variance of the direct estimate. A further insight may be gained by illustrating this ratio in relation to 

the area-specific sample size. In doing so, it may be detected whether an increasing number of 

observations per area results in a decreased improvement by using the small area estimation 

approach. This may be expected, as an increasing area-specific sample size tends to result in direct 

estimates with a comparatively low variance. 

Furthermore, the methodology used for the estimation and its behaviour in different situations may 

be evaluated using a simulation study. Here, one must not confuse design-based and model-based 

simulation studies. In a design-based simulation study, samples are repeatedly drawn from a finite 

population according to one or several sampling designs. The parameters of interest and the 

auxiliary data are treated as fixed and the randomness results from the inclusion of the elements into 

the sample. This approach serves to evaluate the influence of the sampling designs and to validate 

the performance of the estimators under realistic conditions. In contrast, model-based simulation 

studies are based on a so-called data generating process. Each sample is a realisation of this 

process, where the randomness results from the underlying structure of the error term resulting from 

the process. This approach enables a control over the model characteristics and an assignment of 

the results to specific causes. 

Options 

 Estimate the MSE of the estimates using an analytical approach. 

 Estimate the MSE of the estimates using a resampling approach. 

 Evaluate the uncertainty of the estimation using a simulation study. 

 

Alternatives 

(A) Perform an uncertainty assessment using the presented procedures and decide whether the 

estimates are satisfactory. If not, repeat the listed small area estimation processes under 

alternative conditions, such as altered target areas, target indicators, data sources or small 

area estimation approaches, until a final set of estimates of sufficient precision is found. 

(B) Perform an uncertainty assessment using the presented procedures and decide whether the 

estimates are satisfactory. If not and if it is not possible to repeat the estimation process 

under alternative conditions, keep the set of estimates but clearly communicate to the data 

users that there is considerable uncertainty associated with the estimation in the case at 

hand. 

(C) Disregard the process of uncertainty assessment. 
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6 Exemplary application  

Section 6 is an exemplary application, giving guidance for the implementation of each single step in 

practice. This example is based on the synthetic population data set AMELIA, see Merkle and 

Münnich (2016) and Burgard et al. (2017). 

Specification and evaluation of needs and resources 

The target areas in this example are the 1,592 municipalities of the synthetic population AMELIA. 

The granularity of the data at this level supports an estimation of sufficient precision. In addition, it is 

assumed that estimates at a higher aggregation level have proven to be feasible. 

The target parameter is the share of persons at risk of poverty or social exclusion (AROPE) (cf. 

Eurostat, 2018). As the sub-indicators of the AROPE indicator are additionally included in the 

dataset, it can be concluded that both the data situation and granularity support the estimation of the 

target parameter. 

As sampling design, a stratified random sampling of persons, which are the primary sampling units, 

is chosen in this case, using ten age classes as stratification criteria. No secondary sampling units 

are included in this design. As the target areas (municipalities) are not related to the stages of the 

sampling design, they are unplanned areas, making it likely to have substantial amounts of non-

sampled areas. And indeed, with a sampling fraction of 0.16%, the sample size per area ranges from 

0 to 418 units with 84 of the 1,592 municipalities (5.27%) not being sampled at all. 

In the current application, it is assumed that no unit-level information strongly supporting the target 

parameter AROPE are available. As auxiliary area-level information for the estimation, the share of 

native-born persons (COB_LOC), the share of persons with an ISCED-level of at least 5 (ISCED56), the 

share of unemployed persons (UER) and the region within AMELIA (REG) is used. Their explanatory 

power appears to be sufficient, according to simple correlation tests on the target parameter. 
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Implementation of small area estimation 

The sampling fraction of 0.16% and the resulting low sample sizes of maximum 84 units is 

insufficient for either design- or model-assisted estimation procedures of sufficient precision. In 

addition, the rather high fraction of 5.27% non-sampled areas makes a design-based estimation 

unfeasible in these areas. 

In this case, an empirical best prediction approach should be chosen instead, where estimators for 

sampled areas are derived by combining direct and synthetic estimation procedures. In non-sampled 

areas, however, the prediction will be made using synthetic estimation approaches. Due to the 

extensive availability of auxiliary information on the area-level, the Fay-Herriot estimator seems 

appropriate. Thereby, it is not assumed that the auxiliary variables are measured with error. 

The significance of a Random effect can be measured according to Molina and Marhuenda (2015), 

Datta et al. (2011): 

 

The resulting p-value is numerically 0. Therefore, the null hypothesis that the random effects 

variance is equal to zero can be rejected at the 5% significance level. We should use an empirical 

best predictor and not a synthetic estimator. 
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Model diagnostics and evaluation 

The direct Horvitz-Thompson estimator of the AROPE rate is given by the variable AROPE_pest. Of 

course, this estimator can only be derived for sampled areas. Its variance is designated by 

AROPE_vest. As already mentioned, the auxiliary information includes the share of native-born 

persons (COB_LOC), the share of persons with an ISCED-level of 5 or higher (ISCED56), the share of 

unemployed persons (UER) and the region within AMELIA (REG). 

The model according to Fay and Herriot (1979) is estimated using only sampled areas: 

 

Subsequently, the EBLUP estimators are derived. These are composite EBLUP estimates for the 

sampled areas, whereas fully synthetic estimators are assigned to the non-sampled areas: 

 



 

 

 

Exemplary application 6 

 

 Guidelines on small area estimation for city statistics and other functional geographies 

 

27 

 

Model diagnostics 

It is important to check the model for a violation of the model assumptions and a potential bias. In 

order to examine whether a substantial bias exists, the graphical diagnostic suggested by Brown et 

al. (2001) is produced and illustrated in Figure 1: Relation between direct estimator and Fay-Herriot 

estimator (below). 
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Figure 1: Relation between direct estimator and Fay-Herriot estimator 

Source: see section 7 - References 

It is assumed that the equally unbiased direct estimates would fluctuate randomly around the value 

of the model-based estimate, if the latter were unbiased estimates of the true value. The produced 

scatter plot would be evenly distributed around the biscetor of the plot. Thereby, a linear regression 

would yield the parameter 𝛽0 = 0 for the intercept and 𝛽1 = 1 for the slope. In Figure 1: Relation 

between direct estimator and Fay-Herriot estimator the bisector is delineated in black, whereas the 

regression line is red. The intercept of the linear regression is 𝛽0 = 0.174 and the parameter for 
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the slope is 𝛽1 = 1.415. 

Therefore, model-based estimators of areas with a high AROPE rate tend to be smaller than the 

direct estimators of these regions. In areas with a low AROPE rate, however, the model predictions 

are higher than the direct estimators. It seems as if these models lead to biased estimates and in this 

case it would be recommended to re-specify the respective model. 

In addition, it is recommended to check whether the assumption of normal distribution of the 

sampling errors applies. A graphic diagnostic tool that tests this assumption is a normal Quantile-

Quantile-Plot (Q-Q-Plot), which illustrates the relation between the sample quantiles of the 

standardised residuals 𝑟𝑑 = (𝜓𝑑 + 𝜎𝑣
2)−

1

2(�̂�𝑑
𝐷𝑖𝑟 − X̅𝑑

𝑇𝛽)  and the theoretical quantiles of a 
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normal distribution. This plot has been produced and is shown in Figure 2. Furthermore, the Shapiro-

Wilk test has been conducted as a further useful metric to test for normality. 

  



 

 

 

Exemplary application 6 

 

 Guidelines on small area estimation for city statistics and other functional geographies 

 

31 

Figure 2: Normal Q-Q-Plot of standardised residuals 

Source: see section 7 - References 

The Q-Q-Plot in Figure 2: Normal Q-Q-Plot of standardised residuals indicates a notable deviation 

from the normal distribution. Moreover, the additional Shapiro-Wilk test for normality suggests that 

the distribution of standardised residuals significantly differs from a normal distribution. 

A further model-assumption is that the sampling errors have a constant variance. This can be 

checked by plotting the residuals against the model-based estimates, which has been done and is 

shown in Figure 3: Fay-Herriot estimator in relation to standardised residuals. 

 

 

 



 

 

 

Exemplary application 6 

 

 Guidelines on small area estimation for city statistics and other functional geographies 

 

32 

Figure 3: Fay-Herriot estimator in relation to standardised residuals 
 

Source: see section 7 - References 

Here however, a connection can be observed between the residuals and the Fay-Herriot estimates. 

This again suggests to re-specify the respective model due to the observed violations of the model 

assumptions. 

Evaluation of approaches 

The efficiency gain, which can be achieved by the application of the Fay-Herriot estimator, is 

illustrated in Figure 4: Efficiency gain through the Fay-Herriot estimator. Thereby, the area-specific 

sample size is plotted against the ratio between the mean square error (MSE) of the Fay-Herriot 

estimate and the variance of the direct AROPE estimate. In addition, two box plots visualize the 

relation between the coefficient of variation of the direct estimator and the relative root mean square 

error of the Fay-Herriot estimator over all areas observed. 
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Figure 4: Efficiency gain through the Fay-Herriot estimator 

Source: see section 7 - References 
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It can be observed that, even though the model-assumptions are not fulfilled, the model-based Fay-

Herriot approach is able to achieve a gain in precision with respect to the estimated MSE of the area-

specific estimates. This improvement tends to increase with decreasing area-specific sample size. 

This is evident as the direct estimator is likely to be more volatile in weakly surveyed regions. Here, 

the application of small area estimation approaches may accomplish a significant efficiency gain. 
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8 Appendix 

 
A.1 Design-based estimation 

A common method of direct design-weighted estimation is the estimator by Horvitz and Thompson 

(1952). Let 𝑦𝑘  be the variable of interest of unit 𝑘  and let 𝜋𝑘  be the corresponding inclusion 

probability. The design weight, 𝑤𝑘, is the inverse of the units’ inclusion probability. In addition, 𝑆𝑑, is 

the set of sampled units belonging to area 𝑑 (while 𝑈𝑑 is the set of all units in area 𝑑. For each area 

with the running index 𝑑 = 1, … , 𝐷 the total value 𝜏𝑑 = ∑ 𝑦𝑘𝑘∈𝑈𝑑
 is to be estimated. The Horvitz-

Thompson estimator is an unbiased estimation function for 𝜏𝑑  and is given by 

 

�̂�𝑑
𝐻𝑇 = ∑

𝑦𝑘

𝜋𝑘
𝑘∈𝑆𝑑

= ∑ 𝑤𝑘

𝑘∈𝑆𝑑

𝑦𝑘 (1) 

 

Thus, the weighted values of the sampled units are summed up. Since this estimator only uses 

information from the area of interest, the estimation procedure is also referred to as direct estimation. 
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A.2 Model-assisted estimation 

Population registers containing information at the level of households and even persons are an 

extensive source of auxiliary information. These are highly suitable for the stabilisation of estimation. 

The generalised regression (GREG) estimator is a so-called model-assisted estimation approach. Its 

purpose is to reduce the design variance of the estimator by using a model that describes the 

relationship between the variable of interest 𝑦𝑘, and the auxiliary variables 𝑥𝑘. The combination with 

a classical design-based estimator, such as the unbiased Horvitz-Thompson estimator, preserves 

the property of a low design bias. This asymptotic unbiasedness is given even if the model is 

misspecified (see Särndal et al., 1992, p. 227). Typically, the assisting model is a linear regression. 

In general, a wide number of different assisting model can be used, such as logistic or multinomial 

models and regularized regressions. 

The GREG estimator for the total of the variable yk in area d is given by 

 

�̂�𝑑
𝐺𝑅𝐸𝐺 = ∑ �̂�𝑘

𝑘∈𝑈𝑑

+ ∑ 𝑤𝑘(𝑦𝑘 − �̂�𝑘)

𝑘∈𝑆𝑑

 (2) 

 

(cf. Lehtonen and Veijanen, 2009, p.  229). Here �̂�𝑘 is the estimated variable of interest for each unit 

𝑘. The first part of the GREG estimator shown in (2) is the sum of the variables of interest predicted 

from the model �̂�𝑘 over all units belonging to area d. Although this synthetic estimation component 

usually has a low variance due to the underlying model, a bias cannot be avoided. However, this bias 

is corrected by the so-called bias correction term, i.e. by the weighted sum of the residuals from the 

sample. Thus, the GREG estimator is asymptotically design-unbiased. 

 

A.3 Model-based estimation 
A.3.1 Fay-Herriot estimator 

The area-level estimator according to Fay and Herriot (1979) is using certain auxiliary information 

that have been aggregated for the area of interest. Therefore, the model is especially applied in 

cases where the availability of data on micro level is limited. The area-level model can be divided into 

two parts: the sampling model and the linking model (see Jiang and Lahiri, 2006, p. 6). The sampling 

model for each of the D areas of interest with index 𝑑 = 1, … , 𝐷, is given by 

 

�̂�𝑑
𝐷𝑖𝑟 = 𝜇𝑑 + 𝑒𝑑 (3) 

 

with a direct estimator �̂�𝑑
𝐷𝑖𝑟. In the present case �̂�𝑑

𝐷𝑖𝑟
 is the direct estimator for the respective area 

of interest 𝑑. An estimator is designated to be direct if only data from the respective area of interest 

have been used for the estimation. In addition, 𝜇𝑑  is the true but usually unknown parameter of 
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interest in region 𝑑. It is assumed that the sampling errors 𝑒𝑑, are independent and 𝑒𝑑~𝑁(0, 𝜓𝑑). 

Therefore, it is supposed that �̂�𝑑
𝐷𝑖𝑟

 is a design-unbiased estimator for 𝜇𝑑 , and that 𝜓𝑑  sampling 

variance of the estimator, is known. 

In the context of the linking model, the assumption of a linear relation between the parameter to be 

estimated, 𝜇𝑑 , and true area-specific auxiliary variables is made. Hence, 

 

𝜇𝑑 = X̅𝑑
𝑇𝛽 + 𝑣𝑑 (4) 

 

applies with 𝑣𝑑~𝑁(0, 𝜎𝑣
2) . Here X𝑑  designates the population average of the used auxiliary 

variables in area 𝑑. The random effect 𝑣𝑑  incorporates variations between the areas that cannot be 

explained by the fixed effect of the regression term. The variance of the random effects 𝜎𝑣
2 is also 

called model variance as it measures the variance between the areas, which cannot be explained by 

the fixed component of the model X̅𝑑
𝑇𝛽  is the regression term with the vector of regression 

coefficients 𝛽 which measures the fixed effects over all areas. This is the relationship between the 

variable to be explained and the auxiliary information. In combination, the sampling model and the 

linking model result in the linear mixed model 

 

�̂�𝑑
𝐷𝑖𝑟 = X̅𝑑

𝑇𝛽 + 𝑣𝑑 + 𝑒𝑑 (5) 

  

with 𝑣𝑑 (0, 𝜎𝑣
2)~

𝑖𝑖𝑑  and 𝑒𝑑 (0, 𝜓𝑑~
𝑖𝑛𝑑 )  

as a basis for the Fay-Herriot estimator. Here, the direct estimator, which has been built on the basis 

of a sample, forms the dependent variable. By assuming that the model variance 𝜎𝑣
2 is known, the 

best linear unbiased predictor (BLUP) is given by 

 

�̂�𝑑
𝐹𝐻 = X̅𝑑

𝑇�̂� + �̂�𝑑 (6) 

  

with �̂�𝑑 = 𝛾𝑑(�̂�𝑑
𝐷𝑖𝑟  - X𝑑

𝑇
�̂�)  

  

and 𝛾𝑑 =
𝜎𝑣

2

(𝜓𝑑+𝜎𝑣
2)
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 (see Rao and Molina, 2015, p. 124). As the so-called shrinkage factor 𝛾𝑑  measures the relation 

between the model variance 𝜎𝑣
2 and the total variance 𝜓𝑑 + 𝜎𝑣

2 be considered as the uncertainty of 

the model with respect to the estimation of the area-specific mean values �̂�𝑑 . The vector of 

regression coefficients 𝛽 is estimated by the weighted least squares method and is given by 

 

�̂� = (∑
X̅𝑑X̅𝑑

𝑇

(𝜓𝑑 + 𝜎𝑣
2)

𝐷

𝑑=1

)−1(∑
X̅𝑑�̂�𝑑

𝐷𝑖𝑟

(𝜓𝑑 + 𝜎𝑣
2)

)

𝐷

𝑑=1

 (7) 

 

By plugging 𝑣𝑑 = 𝛾𝑑 (�̂�𝑑
𝐷𝑖𝑟 − X𝑑

𝑇
�̂�) into �̂�𝑑

𝐹𝐻 = X𝑑

𝑇
�̂� + 𝑣𝑑 the BLUP might be transformed as 

follows:  

 

�̂�𝑑
𝐹𝐻 = 𝛾𝑑�̂�𝑑

𝐷𝑖𝑟 + (1 − 𝛾𝑑)X̅𝑑
𝑇�̂� (8) 

 

As a result of the transformation, it is visible that the model-based estimator according to Fay and 

Herriot (1979) is a weighted average of the direct estimator �̂�𝑑
𝐷𝑖𝑟  and the regression-synthetic 

estimator X̅𝑑
𝑇�̂�. The weight of the single components hereby depends on the shrinkage factor 𝛾𝑑. 

Hence, if the sampling variance of the direct estimators is comparatively high in an area 𝑑  the 

respective 𝛾𝑑 tends to be comparatively low. As the direct estimator for this area is considered to be 

unreliable, a correspondingly large weight is placed on the regression-synthetic part of the BLUP. If, 

on the contrary, a low area-specific sampling variance 𝜓𝑑  or a high general model variance 𝜎𝑣
2 is 

given, the weight increases and more confidence is put in the direct estimator of the respective area. 

In practice however 𝜎𝑣
2, is unknown and has to be estimated as well For this purpose a number of 

fitting methods exist. By replacing the model variance 𝜎𝑣
2 by the estimated variance of the random 

effects �̂�𝑣
2 in (6) and (7), the empirical best linear unbiased predictor (EBLUP) is obtained.  

Software 

In the statistical software R (R Core Team, 2017), the package sae (Molina and Marhuenda, 2015) 

provides routines for the Fay-Herriot estimator. The functions eblupFH() and mseFH() calculate the 

Fay-Herriot point estimates and the point estimates in addition to analytical MSE estimates 

respectively. The function calls are given by 

eblupFH(formula,  vardir,  method  =  "REML",  MAXITER  =  100, PRECISION = 0.0001, data) 

and 

mseFH(formula, vardir, method = "REML", MAXITER = 100, PRECISION = 0.0001, data). 
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The fixed part of the model is specified in the formula object. The variance 𝜓𝑑  of the direct estimator 

�̂�𝑑
𝐷𝑖𝑟  is specified in the vardir part. method sets the default fitting method used to estimate 𝜎𝑣

2 , 

where the default is the restricted maximum likelihood (REML) approach. MAXITER and PRECISION are 

optional arguments and specify the default maximum number of iterations and the convergence 

tolerance criteria of the Fisher-scoring algorithm respectively. By means of the data part, the object 

containing the respective data, i.e. direct estimator and its variance, can be specified. 

The functional output of both function calls comprises a list with the EBLUPs for the defined areas 

(eblup) and the output from the fitting process (fit). If the function mseFH() has been chosen, the 

output additionally contains the analytical estimates for the MSE of the EBLUPs (mse). 

 

A.3.2 Battese-Harter-Fuller estimator 

In contrast to the area-level models described in the previous section, unit-level models do not use 

aggregate information but micro-level information instead, which enables a more efficient estimation. 

The standard procedure is the Battese-Harter- Fuller estimator (cf. Battese et al., 1988). 

The model underlying the Battese-Harter-Fuller estimator and assumed for the population is a 

special form of the general mixed linear regression model and given by 

 

𝑦𝑑𝑘 = 𝑥𝑑𝑘
𝑇 𝛽 + 𝑣𝑑 + 𝑒𝑑𝑘 , 𝑑 = 1, … , 𝐷, 𝑘 = 1, … , 𝑁𝑑 (9) 

 

with 𝑣𝑑 (0, 𝜎𝑣
2)~

𝑖𝑖𝑑  and 𝑒𝑑𝑘 (0, 𝜎𝑒
2)~

𝑖𝑖𝑑 .The vector of the regression coefficients 𝛽  measures the 

relationship between the variable of interest 𝑦𝑑𝑘 and the auxiliary variables 𝑥𝑑𝑘
𝑇

 over all areas and 

units. The term 𝑒𝑑𝑘 describes the individual sampling error of the units within the unit-level model As 

in (5), the variance of the random effects 𝜎𝑣
2  also referred to as model variance, measures the 

variance between the areas that cannot be explained by the fixed component of the model. It is also 

assumed that 𝜎𝑣
2 and 𝜎𝑒

2 are independent of each other.  

Assuming that the mixed regression model (9) also applies to the sample, the mean value of the 

variable of interest per area is estimated by the BLUP according to Battese, Harter and Fuller (1988): 

 

�̂�𝑑
𝐵𝐻𝐹 = X̅𝑑

𝑇�̂� + �̂�𝑑 (10) 

  

with �̂�𝑑 = 𝛾𝑑(�̅�𝑑 − �̅�𝑑
𝑇�̂�)  
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and 𝛾𝑑 =
𝜎𝑣

2

𝜎𝑣
2+𝜎𝑒

2 𝑛𝑑⁄
  

 

(cf. Rao and Molina, 2015, p. 174 f.), where �̅�𝑑  and �̅�𝑑  are the sample averages of the variable of 

interest and the auxiliary variables in area 𝑑 respectively. The auxiliary information X̅𝑑 , on the other 

hand, includes both units included and not included in the sample. The BLUP can also be 

transformed into a composite estimation function: 

 

�̂�𝑑
𝐵𝐻𝐹 = 𝛾𝑑(�̅�𝑑 + (X̅𝑑 − �̅�𝑑)𝑇�̂�) + (1 − 𝛾𝑑)X̅𝑑

𝑇�̂� (11) 

 

Here, it has to be recognised that the Battese-Harter-Fuller estimator is a weighted average of the 

direct sample regression estimator �̅�𝑑 + (X𝑑 −  𝑥𝑑)𝑇�̂� and the regression synthetic component 

X𝑑

𝑇
�̂�. The weighting factor 𝛾𝑑 indicates for each area the share of the model variance in relation to 

the total variance and determines how much weight is given to the respective components. With a 

high model variance of 𝜎𝑣
2 or a large area-specific sample size 𝑛𝑑  respectively, much confidence is 

placed in the direct sample regression estimator. In turn, the BLUP tends to approach the synthetic 

component if the model variance is low or the sample size is small. Accordingly, for areas in which 

no unit has been sampled (𝑛𝑑 = 0, so 𝛾𝑑 = 0)  the BLUP consists entirely of the synthetic 

estimator. However, this assumes that the auxiliary characteristics of the units of this area are 

known, so that the area-specific average value X̅𝑑  can be taken into account in the estimation. 

However, since the model variance 𝜎𝑣
2 and the variance of the sampling error 𝜎𝑒

2 are not known in 

practice, they have to be estimated. There are various methods for estimating the variance 

components. By replacing the variance components of the BLUP with the corresponding estimated 

values, the unit-level EBLUP is created according to Battese, Harter and Fuller (1988). 

Software 

The package sae (Molina and Marhuenda, 2015) also provides routines for the Battese-Harter-Fuller 

estimator. The functions eblupBHF() and pbmseBHF() 

provide the respective point estimates for the area mean values as well as point esti- mates in 

addition to parametric bootstrap MSE estimates according to Gonza´lez- Manteiga et al. (2008), 

respectively. The function calls are given by 

eblupBHF(formula, dom, selectdom, meanxpop, popnsize,method = "REML", data) 

and 

pbmseBHF(formula, dom, selectdom, meanxpop, popnsize, B = 200, method = "REML", data). 
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As with the Fay-Herriot estimator in the sae package, the fixed part of the model again is specified in 

the formula object. The area codes for the sample elements are specified in the dom object. 

selectdom specifies a selected subset of areas, for which the mean values should be estimated. In 

addition, meanxpop contains the population means of the auxiliary variables in a named data frame. 

The population sizes of the areas, 𝑁𝑑 , are listed as a data frame in popnsize. The object method 

again sets the fitting method, where the default is the restricted maximum likelihood (REML) 

approach. The object containing the respective data, i.e. direct estimator and its variance, can by 

specified by means of the data part. The number of parametric bootstrap replicates for the MSE 

estimation can be set by the parameter B in the mseFH() function. 

Again, the functional output of the function calls consists of a list with the EBLUP values for the 

specified areas (eblup) and the results from the fitting process (fit). If the function pbmseBHF() has 

been chosen, the output additionally returns the estimated MSE values for the specified areas (mse). 

 

A.3.3 You-Rao estimator 

The Battese-Harter-Fuller estimator introduced in the previous section is fully model-based and 

therefore does not use the design weights resulting from the sampling process. A potential 

alternative is the pseudo-EBLUP developed by You and Rao (2002). The estimator is based on the 

aggregated design-weighted area-level model 

 

�̅�𝑑.𝑤 = �̅�𝑑.𝑤
𝑇 𝛽 + 𝑣𝑑 + �̅�𝑑.𝑤 (12) 

 

using the standardised weights �̃�𝑑𝑘 = 𝑤𝑑𝑘 ∑ 𝑤𝑑𝑘
𝑛𝑑
𝑘=1⁄  (You and Rao, 2002, p. 433). The 

weighted averages are calculated using unit-level information. Thereby, it is �̅�𝑑.𝑤 = ∑ �̃�𝑑𝑘𝑦𝑑𝑘
𝑛𝑑
𝑘=1  

and �̅�𝑑.𝑤 = ∑ �̃�𝑑𝑘𝑥𝑑𝑘
𝑛𝑑
𝑘=1 . Furthermore, �̅�𝑑.𝑤 = ∑ �̃�𝑑𝑘𝑒𝑑𝑘

𝑛𝑑
𝑘=1  applies with 𝐸(�̅�𝑑.𝑤) = 0 and 

𝑉𝑎𝑟(�̅�𝑑.𝑤) = 𝜎𝑒
2 ∑ �̃�𝑑𝑘

2𝑛𝑑
𝑘=1  (cf. ibid.). 

For known parameters 𝛽, 𝜎𝑣
2 and 𝜎𝑒

2 the BLUP of the domain-specific mean 𝜇𝑑  is given by  

 

�̂�𝑑
𝑌𝑅 = 𝛾𝑑.𝑤(�̅�𝑑.𝑤 + (X̅𝑑 − �̅�𝑑.𝑤)𝑇𝛽) + (1 − 𝛾𝑑.𝑤)X̅𝑑

𝑇𝛽 (13) 

  

with 𝛾𝑑.𝑤 = 𝜎𝑣
2 (𝜎𝑣

2 + 𝜎𝑒
2 ∑ �̃�𝑑𝑘

2𝑛𝑑
𝑘=1 )⁄   

 

(You and Rao, 2002, p. 435). The regression parameter 𝛽 unknown in practical applications, can be 

estimated by 
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�̂�𝑤(𝜎𝑣
2, 𝜎𝑒

2) = [∑ ∑ 𝑤𝑑𝑘𝑥𝑑𝑘(𝑥𝑑𝑘 − 𝛾𝑑.𝑤�̅�𝑑𝑤)𝑇

𝑛𝑑

𝑘=1

𝐷

𝑑=1

]

−1

[∑ ∑ 𝑤𝑑𝑘(𝑥𝑑𝑘 − 𝛾𝑑.𝑤�̅�𝑑𝑤)𝑦𝑑𝑘

𝑛𝑑

𝑘=1

𝐷

𝑑=1

] (14) 

 

using the design weights. The variance components 𝜎𝑣
2 and 𝜎𝑒

2 contained in �̂�𝑑
𝑌𝑅

 are also estimated 

in practice. For this respect, You and Rao (2002, p. 433) apply the method of moments, so that the 

parameters are estimated by 

 

�̂�𝑒
2

= (𝑛 − 𝐷 − 𝑃 + 1)
−1 ∑ ∑ �̂�𝑑𝑘

2

𝑛𝑑

𝑘=1

𝐷

𝑑=1

 (15) 

 

and �̂�𝑣
2 = max (�̃�𝑣

2, 0) with 

 

�̃�𝑣
2 = [𝑛 − 𝑡𝑟 ((X𝑇X)−1 ∑ 𝑛𝑑

2 x̅𝑑x̅𝑑
𝑇

𝐷

𝑑=1

)]

−1

[∑ ∑ �̂�𝑑𝑘
2 − (𝑛 − 𝑃)�̂�𝑒

2

𝑛𝑑

𝑘=1

𝐷

𝑑=1

] (16) 

 

Thereby, 𝑃is the number of auxiliary variables including the intercept. 𝜖�̂�𝑘
2

 are the residuals of the 

least-squares regression of 𝑦𝑑𝑘 − �̅�𝑑  on 𝑥𝑑𝑘1 − �̅�𝑑.1, … , 𝑥𝑑𝑘𝑃 − �̅�𝑑.𝑃. Furthermore, �̂�𝑑𝑘  are the 

residuals of the least squares regression of 𝑦𝑑𝑘 on 𝑥𝑑𝑘1, … , 𝑥𝑑𝑘𝑃 (ibid).  

The so-called pseudo-EBLUP according to You and Rao (2002) is finally created by replacing 𝛽, 𝜎𝑣
2 

and 𝜎𝑒
2 in (13) by �̂�𝑤(�̂�𝑣

2, �̂�𝑒
2), �̂�𝑣

2 and �̂�𝑒
2. In In contrast to the simple unit-level EBLUP according 

to Battese et al. (1988), it is design-consistent with increasing 𝑛𝑑 . In addition, the pseudo-EBLUP 

automatically fulfils the benchmarking. 

property when aggregating domain-specific total value estimates across all domains  This implies 

that the sum of these estimates ∑ 𝑁𝑑�̂�𝑑
𝑌𝑅𝐷

𝑑=1  corresponds to a GREG estimate for the total 

population. The prerequisite for this is that the design weights have been calibrated according to the 

known domain size in the population, so that 𝑁𝑑 = ∑ 𝑤𝑑𝑘
𝑛𝑑
𝑘=1   applies (see Rao and Molina, 2015, 

p. 208). This so-called vertical coherence is a property which is of great importance especially in 

official statistics. For the proof of the benchmarking property as well as the approximation of the MSE 

of the pseudo-EBLUP, it is referred to You and Rao (2002, p. 436 f.) and Rao and Molina (2015, p. 

208 f.). 
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A.3.4 Measurement error model  

When using model-based small area methods, it is generally assumed that the auxiliary information 

X̅𝑑  is correct and free of errors. However, this is not always the case in practice. It is often inevitable 

to use covariates from a survey which, however, tend to be subject to sampling errors. Thus, it 

cannot be guaranteed that the auxiliary variable averages X̅𝑑  are actually the true population 

averages. Ybarra and Lohr (2008) show that the Fay-Herriot estimator can be even more inefficient 

than the simple direct design-weighted estimator when using incorrect auxiliary information X̂̅𝑑 . 

The solution proposed by Ybarra and Lohr (2008) is a conditionally unbiased estimation procedure 

based on a so-called measurement error model and used for erroneous covariables. First, it is 

assumed that X̂̅𝑑 𝑁~
𝑖𝑛𝑑 (X̅𝑑, 𝐶𝑑) , where 𝐶𝑑  is the known variance-covariance matrix of the 

estimated mean values of the register variables. Furthermore, X̂̅𝑑 is independent of 𝑣𝑑  and 𝑒𝑑 see 

Rao and Molina, 2015, p. 156). Like the Fay-Herriot estimator, the measurement error estimator is 

also a linear combination of the direct estimator and a regression-synthetic part: 

 

�̂�𝑑
𝑀𝐸 = 𝛾𝑑�̂�𝑑

𝐷𝑖𝑟 + (1 − 𝛾𝑑)X̂̅𝑑
𝑇𝛽 (17) 

 

The weighting factor 𝛾𝑑  depend not depends not only on the model variance 𝜎𝑣
2 and the design 

variance 𝜓𝑑  but also on the variability of the estimated auxiliary variables. The optimal weighting 

factor, which minimises the MSE of the measurement error estimator over all linear combinations, is 

given by. 

 

𝛾𝑑 =
𝜎𝑣

2 + 𝛽𝑇𝐶𝑑𝛽

𝜎𝑣
2 + 𝛽𝑇𝐶𝑑𝛽 + 𝜓𝑑

 (18) 

 

The more inexactly X̂̅𝑑  is measured, the greater are 𝐶𝑑 and the weight 𝛾𝑑, which is put on the direct 

estimator �̂�𝑑
𝐷𝑖𝑟

. If the measurement of X̂̅𝑑  is made without error (𝐶𝑑 = 0), �̂�𝑑
𝑀𝐸 is reduced to the 

Fay-Herriot estimator by 𝛾𝑑 = 𝜎𝑣
2 (𝜎𝑣

2 + 𝜓𝑑)⁄ . Assuming that the parameters 𝛽, 𝜎𝑣
2, and 𝜓𝑑  are 

known, the MSE of (17) is 

 

𝑀𝑆𝐸(�̂�𝑑
𝑀𝐸) = 𝛾𝑑𝜓𝑑 (19) 
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Since 0 ≤ 𝛾𝑑 ≤ 1 , the MSE of the measurement error estimator is at most as large as the MSE of 

the direct estimator 𝜓𝑑. The MSE of the Fay-Herriot estimator, on the other hand, can be greater 

than 𝜓𝑑 if incorrect auxiliary information is taken into account (see Ybarra and Lohr, 2008, p. 921). 

Consequently, the measurement error estimator is an improvement over the general area-level 

model in which erroneous covariates are ignored. 

As with the small area estimators presented above, the regression coefficients 𝛽 and the model 

variance 𝜎𝑣
2 are unknown in practice and must be estimated. The model variance is estimated by a 

simple moment estimator, which is given by 

 

�̂�𝑣
2 = (𝐷 − 𝑃)−1 ∑ ((�̂�𝑑

𝐷𝑖𝑟 − X̂̅𝑑
𝑇�̂�𝑤)

2
− 𝜓𝑑 − �̂�𝑤

𝑇 𝐶𝑑�̂�𝑤)

𝐷

𝑑=1

 (20) 

 

where 𝑃  is the number of used auxiliary variables. The estimation of 𝛽  is also achieved by a 

modified least squares estimator: 

 

�̂�𝑤 = (∑ 𝑤𝑑(�̂̅�𝑑 �̂̅�𝑑
𝑇 − 𝐶𝑑)

𝐷

𝑑=1

)

−1

∑ 𝑤𝑑

𝐷

𝑑=1

X̂̅𝑑�̂�𝑑
𝐷𝑖𝑟 (21) 

 

Ybarra and Lohr (2008, p. 923), provided that the inverse exists. Ybarra and Lohr (2008, p. 924) 

show that �̂�𝑤 and �̂�𝑣
2 are consistent estimators for 𝛽 and 𝜎𝑣

2 respectively, for 𝐷 → ∞. Here 𝑤𝑑 =

1 (𝜎𝑣
2 + 𝜓𝑑 + 𝛽𝑇𝐶𝑑𝛽)⁄  are positive finite weight. The parameters are estimated in a two-step 

process. First 𝑤𝑑 = 1. The 𝛽  and 𝜎𝑣
2  are then estimated by (20) and (21). Based on the two 

estimates, the weights �̂�𝑑 are estimated again, to finally obtain the final estimates �̂�𝑤 and �̂�𝑣
2 (see 

ibid.). 
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