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Abstract

In the past few years the modernization of business surveys has been extensively discussed by several NSI’s in Europe. The MEETS program (Modernisation of European Enterprise and Trade Statistics) has been recently launched for the years 2008-2013 by EUROSTAT for encouraging the reform process at the European level in order to identify new areas for business statistics, to enhance the integration of data collection and treatment and to improve the harmonization of methods and concepts in business statistics. At Statistics Belgium the debate has been brought especially through a revision of concepts and methods in business surveys with the aim of reducing the survey costs for the Administration and the response burden for the enterprises.

In the present contribution, the issue of integration of business surveys is tackled with a variable-oriented approach and using classification techniques. Improvement of the sampling plan is achieved applying a new stratification strategy based on a generalization of the Lavalle and Hidiroglou algorithm, as suggested by Rivest (2002). The use of auxiliary information, combined with the choice of the appropriate statistical model to estimate the relationship with the variable of interest, is crucial for the determination of the strata bounds, the size of the sample and the sampling rates according to a chosen precision level of the estimates.

To show the advantages of the proposed method, an empirical illustration is provided for the sector of Construction. The results of a simulation study based on the SBS universe show the gain in precision and the reduction of the sample size when the new stratification strategy is adopted.

Some future research paths, such as a robust version of the method and multi-variable optimal criterion for stratification are briefly presented.
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1 Introduction: why integration?

The issue of survey integration has been object of several discussions in many Statistical Institutes of European and non-European countries.

First of all, by integration it is meant the process of combining the currently existing business surveys into a unique and coherent structure characterized by a whole coordinated statistical production process. Therefore, the horizontal complexity of the stove-pipe production process currently in use, in which each surveying step is led independently from the others is replaced by a vertical increase in complexity.

Many key-points have been addressed as advantages coming with integration, such as a reduction in costs, gain in efficiency, statistical productivity and data quality from the Statistical Institute viewpoint, and reduction of burden response from the businesses viewpoint.

Going towards integration is more than a need for Statistics Belgium, since it provides a solution to many problematic issues raised by the current way of surveying businesses, such as the lack of harmonization in the definitions (economic, statistical etc.) and in the statistical methods (like sampling, calibration, construction of indexes), the lack of synergies between statisticians for improvement of the procedures and of the data treatment (especially in the use of survey outputs as input for other surveys), the lack of a full monitoring of the survey process, of a systematic approach to data quality and of a complete and up to date documentation. Furthermore, too many and different tools for survey management and web-surveys are often employed which requires ad-hoc IT implementation and intervention for each survey.

Though on the one hand, integration boosts the improvement of the statistical practices, allowing for harmonization of concepts, definitions and methods, for synergies in the use of statistical tools, for monitoring and coordination of the statistical production process enhancing data quality, on the other hand it involves some increase in complexity of the process at both theoretical and practical level. This in turns implies some non negligible investment in terms of human capital and of IT tools.

However, one of the most challenging target is to act at the conceptual level, enlarging the current notion of many single parallel surveys to one coherent variable-oriented structure able to satisfy the whole end-users’ demand.

Not only the impact of integration will push changes in the perspectives of survey organization and IT implementation, but also it will require some adjustments and redistribution of the human resources. Therefore, the timing to achieve and complete the process is highly dependent mainly on two binding constraints such as the available infrastructure and the conceptual resistance.

The experience of integration is not new in the current practice of some Statistical Institutes such as CBS, ONS and Statistics Canada among the others.
2 The methodological framework

The logic of the integration goes further beyond the simple summation of the existing surveys into one. The IBS (Integrated Business Survey) should be considered as a new variable-oriented structure which is not directly related to the current surveys structure. In other terms, one should consider the current organizational structure of 24 business surveys as one possible way of grouping (or a partition of) some output variables. Such a partition contains some redundancies (overlapping variables, information which could be derived by other sources, extra information not officially required etc..) which should be eliminated by the integration process.

To be more concrete, the starting point of the process should be indeed the required final outcome of the surveying process. This means that first of all one needs to look at the output side of the problem, which is represented by a series of variables (say output variables) to ‘produce’ for some final users.

Therefore, if the final objective of the surveys consists of a set of variables to deliver under some constraints (time, target population etc.) imposed by the statistical and federal authorities, the correct approach should be based on such variables. For this reason the variable-oriented structure of the IBS is suggested.

The integration process should be driven mainly at 4 levels: the architecture of the statistical production process, the statistical methods, the data flows (collection, storage, rule-based processing, metadata) and the revision of the economic variables involved in the surveys.

The objectives of the methodological framework are standardization of methods, improvement of quality, transparency and IT-standardization (to achieve by linking methods to tools).

In the next sections are explained the main guidelines and principles at the basis of the methodological framework.

2.1 The variable-oriented approach

From the viewpoint of the final outcome to deliver in terms of output-variables $v_o$ contained in the set $V_o$, the basic assumption on which the following analysis relies is that there exists a one-to-one mapping $f_o : \Omega_o \rightarrow V_o$, where the domain $\Omega_o = ID_o \times SU_o \times T_o \times TP_o$ is the cartesian product of sets $ID_o = \{\text{identification of the variable}\}$, $SU_o = \{\text{sampling unit}\}$, $T_o = \{\text{frequency, delivering time}\}$, $TP_o = \{\text{target population}\}$\textsuperscript{1}. In other words, the output required by the final users of business surveys is a set of variables which are uniquely identified by 4 attributes: the kind of variable (added value, number of full-time equivalent employees etc.), the reference sampling unit (establishment, statistical unit or group of enterprises), the time (which might be an array of information concerning time, like the survey frequency, the delivering time...), the target population (i.e. information concerning the breakdown details of the variable, like NACE class or size ONSS).

\textsuperscript{1}boldface symbols are used to distinguish sets and variables characterized by more complex objects, like arrays
For instance, an output-variable \( i \) is a combination of those characteristics exogenously\(^2\) given, i.e.

\[
v^i_o = f_o(id^i_o, su^i_o, t_o^i, tp_o^i).
\]

Those attributes are defined by the requirements of the statistical authorities and more in general by recipients like EUROSTAT, National Bank of Belgium, etc. (indicated in the diagram by R).

Therefore, a survey \( j \) from the output side is a collection of output-variables \( V^o_j \subseteq V_o \) subset of the class of all variables. In this view and under the hypothesis that no redundant variables are present across the current business survey,\(^6\) the current survey structure can be seen as a way of partitioning the output variables in \( V_o \) into clusters (which are currently 24).

One of the advantages of this approach is that the structure of the survey is flexible to changes in the criteria defining the target population. To those changes would correspond new output variables to produce.

Now, ascending in the process to the input-side of the variable ‘production’, i.e. the collection strategy, similar assumptions to those of the output-side can be made.

An input-variable \( v^i_I \) is an intermediate product in the survey process, a piece of information concerning the output-variable which is either collected (part of a questionnaire), or obtained by external sources (administrative records or other sources). In symbols

\[
v^i_I = f_I(id^i_o, su^i_I, t_I^i, tp^i_I, es^i),
\]

where \( f_I : \Omega_I \rightarrow V_I \) is a one-to-one mapping with domain given by the cartesian product \( \Omega_I = ID_o \times SU_I \times T_I \times TP_I \times ES \), where the subscript \( I \) indicates the input-side of the process.

The input-variables are the result of the combination of 5 attributes, the variable identification, the reference sampling unit, the time, the target population and the external sources. Those attributes in this case are defined by the statistician under some constraints determined by the outcome to deliver. The constraints which are generally respected in the current business surveys are

\[
su^i_I = su^i_o \quad t_I^i = t_o^i \quad tp^i_I = tp_o^i \quad \forall v^i_I \in V_I, \quad v^i_o \in V_o
\]

where it is assumed an input/output correspondence between the input variable \( v^i_I \) and the output variable \( v^i_o \). With those constraints it is clear that the statistician at present does not dispose of a lot of flexibility in the effort of optimizing and simplifying the business survey structure. Basically the statistician is allowed to act on the external source component only. A more intensive use of the administrative records was indeed the policy adopted by many statistical institutes in the past few years in view of a more efficient surveying process and of a reduction of the statistical burdens for enterprises. However, external sources are not always such a flexible tool for the statistician, since their use is constrained to the delivering time, the sampling units to which they refer (very often the legal unit) and the target population coverage. Therefore, several transformations and approximations are often required. It is clear that without the use of external sources and keeping
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\(^2\)not chosen by the statistician, but defined by the end-user
\(^3\)this is to ensure the invertibility of mapping \( f_o \)
the constraints enumerated above, to produce $K$ output variables, almost $K$ input variables are needed. Moreover, to redundancies in the output set $V_o$ might correspond redundancies in the input set $V_I$.

Now, as in the case of the production process of a good, the crucial step of the variable production process is the transformation of the input variable into the output variable. This transformation is operated by a set of techniques which are known under the name of Statistical Methods. An appropriate and extensive use of those methods may help in relaxing some constraints under which the current business survey structure runs. At this point it is worth mentioning two remarks.

1. Statistical methods are designed to work in a ‘simplified reduction’ of the reality, in settings which correspond to mathematical models defined by sets of assumptions (sometimes strong and unrealistic, sometimes mild and reasonable). It is the job of the statistician to find the optimal model in the class of those which fit best the reality.

2. From the previous remark it is clear that statistical methods are not the only key-players in the transformation step. The statistician needs some other knowledge linked to the reality that he wants to model. The knowledge of the available economic information on the structure of businesses, of the definition of the economic variables of interest, of whether and how they can be approximated or predicted is crucial in the choice of the statistical techniques.
So far, once that redundancies in \( V_1 \) are eliminated, the main objective of the IBS project is to act on the input-side of the survey process (collect), relaxing some of the constraints imposed by the output-variables by means of the statistical methods and the economic knowledge. This can entail a reduction in the number of input-variables.

For instance, for some variables the time constraint could be relaxed combining the information coming from external sources and estimation techniques. Also the target population constraint could be partially relaxed finding convenient estimators of the total (with properties like the \textit{stratification-equivariance/invariance}). As for the sampling unit constraint, conversion methods from one definition to another would be helpful.

### 3 Classification issues

As stated in the previous section, surveys can be seen as clusters of variables. Since variables are characterized by attributes like time, target population, sampling unit etc., variable classification can be done by one single attribute or by a combination of them.

The classification is a requirement for grouping surveys according to their ‘similarities’. There is no evidence of the advantage of keeping the current partitioned structure of surveys in the sampling design, collect and treatment of data. Of course, to respond to institutional obligations the output (at the dissemination step) should be converted by an interface into the usual disaggregated survey structure.

Several clustering criteria might be adopted. Basically, 4 main grouping criteria can be considered:

1. **Economic** criterion. It is based on the category of variables of interest in a given survey. For instance, surveys can be clustered by groups of variables which summarize the economic structure of a business. These groups can be the \textit{activity}, the \textit{expenditure}, the \textit{investment}, the \textit{employment} and the \textit{innovation} of the firm. However, this classification of variables into groups might represent a wrong picture of the structure of a business. Therefore, it would be interesting to identify the (hopefully) correct classification of the economic activities across businesses by the \textit{association criterion} which clusters into the same group the activities often \textit{associated} in the businesses. A definition of “proximity” between activities needs to be introduced in order to reflect similarities between their distributions.

2. **Overlapping population** criterion. Surveys are grouped according to their target population. Survey clusters should be formed on a quantitative basis, i.e. computing and comparing the overlapping population rates for surveys.

3. **Enterprise-based** criterion. This criterion is \textit{business-centric} in the sense of adopting the viewpoint of the business. To each business is attributed a code according to the survey for which it enters the target population. In this way every business can be identified by a series of numbers which represents the list of surveys to which it is concerned. Then, enterprises
can be grouped by the survey code obtaining clusters of similar businesses in terms of survey subject. A ranking of the clusters can be made (in principle if the surveys are 24, there are $2^{24}$ possible clusters for the enterprises, but only a subset of them currently existing) and descriptive statistics can be easily calculated (like the mode cluster). Not only this classification might lead to a new way of classifying enterprises (according to the survey-similarity) but also it provides crucial insights on the way in which surveys are likely to naturally cluster between them. This topic should be object of further discussion and research.

4. **Geographical** criterion. Geographical dimension is an important component for understanding economic interactions of businesses. For instance, territorial proximity can be used as a measure of structural similarity regarding some economic aspects. Innovation might be one of them (some literature available on the geography of innovation). Little attention has been payed until now to the impact of the locational component for businesses to the sectorial economic activity and to the geographical agglomeration (industrial districts). It would be interesting to increase the efforts in this direction.

Of course, some of these criteria can be used as complementary, some others might be non interesting because not feasible or inefficient. Comparisons between criteria should be done on a quantitative basis, using (when possible) cluster analysis techniques.

All of these criteria present both advantages and disadvantages. However, the enterprise-based criterion might be privileged (at least as a starting point for research in classification) because it entails a new clustering approach in line with the philosophy of the Integrated Business Survey project.

For instance, the classification criterion of surveys by overlapping population is equivalent to a classification of variables by the target population attribute.

The classification according the enterprise criterion is also a classification of variables by the target population attribute. Indeed, it can be seen as the dual of the overlapping population criterion.

Also classification by the time attributes is possible. For example, variables can be grouped by the time frequency, i.e. monthly, quarterly, bi-annual, yearly etc. variables. In the same way, classification by delivering time is possible, or by the sampling unit attribute, or even by kind of variables (economic criterion).

Clearly, each of these classification methods has the limit to consider only one of the variable attributes at time. Of course, a classification by a combination of the variable attributes could be a more efficient solution. In particular, two ways of classifying variables are considered: by the overlapping population criterion and by the enterprise based criterion.

In the first approach, target populations for each surveys are constructed using the NACE class and the size (turnover and number of employees) requirements. The business surveys considered are 23 (the survey on transports of goods is not taken into account). To make comparisons feasible, the statistical units considered are the establishments and the time unit is the year.

In the classification by the business criterion establishments are clustered by combination of surveys.
The results obtained by classification analysis give some interesting insights on the way in which the survey integration should be conducted. Of course, it is rather difficult to judge which of the proposed classifications perform best in view of the integration of surveys.

However, comparisons can be made by means of multinomial logistic regression models. The idea is to evaluate whether the probability for a given establishment to belong to one specific cluster is well-explained by the NACE and ONSS criteria set.

From the estimation of the logistic model parameters we conclude that both approaches perform good in clustering surveys, with slightly better outcome of the enterprise-based criterion.

So far, some classification issues have been addressed, especially focusing on the target population component of an output-variable set. Of course, there are many other ways of classifying variables, using other variable components (such as time, sampling units etc.) or a combination of them. One could also set a multi-step classification, using a priority list of criteria. For example, variables could be classified first by sampling units definition (group variables focusing on establishments and group of variables focusing on statistical units), then in each cluster a new classification is operated by another component, for example the time-frequency (annual variables, quarterly, monthly etc.) and so forth. It is clear that a priority list is constructed mainly on the basis of the constraints which are considered more binding, in which statistical methods cannot help much.

Classification by target population criteria, in particular by the enterprise-based approach, has the main advantage to allow the construction of criteria which include each new-born business into the appropriate universe for the target variables. On the other hand, this system would not be enough flexible with respect to changes in the target population criteria. Suppose for instance that for some variables a different industry breakdown is required by the statistical authority. Then a new classification by target population is required for all businesses to create the universes for the variables. If the creation of new variables or changes in their breakdown industry happen often, the enterprise-based criterion require several updates and moreover does not allow for comparisons across the periods of change.

4 Description of the survey structure

Several issues must be taken into account in the survey architecture. Some of them depend on the way businesses are organized and on how they behave in the market. Therefore, several studies on Belgian firms have been considered in order to have a picture of the micro-structure of the business from a decisional and organizational viewpoint (approach within firm), the existing connections and interactions between firms (approach between firms) and the impact of macroeconomic policy on them. In this section are considered the main principles leading to the configuration of the IBS.

The next step is to conceive a new coordinated and coherent structure for business surveys. One possible approach could be to focus on the most rich and complete (in terms of information which is of common interest for other surveys) survey already existing (like the SBS, for instance) and to set it as the head-survey which is the building block from which the other ones (called satellites or
petals of a flower) stem. The head-survey is based on 5 categories (or modules) of key-variables concerning the **activity**, the **expenditure**, the **investment**, the **employment** and the **innovation** of the firm.

*Satellite* surveys are conceived as external modules (like the petals of a flower) of those composing the head-survey. They constitute a flexible tool for specific needs like

- different surveying periodicity;
- information on variables not contained in the head-survey;
- information on variables relevant only for subsets of the universe, such as some specific sectors of economic activity (for example construction), or some specific typology of enterprises (selected by a given criterion, like the size-class).

Of course, integrating the existing business surveys into a unique, coordinated and centralized structure does not necessarily imply a simplification in the methodology. For instance, the sampling design(s), the extraction of the sample, the data collection and the estimation step might incur an increase of complexity, which means a transformation of the actual *horizontal* complexity (many business surveys living independently) into a *vertical* complexity.
5 The structure of IBS

The structure of the IBS is made of a central core composed by $I$ groups of variables $V_1, V_2, \ldots, V_I$, each of which contains highly correlated variables, or at least linked by a common economic concept. In the example below $I = 5$ and the choice of the groups of variable is

- $V_1$: production and activity variables (like value added, turnover,...);
- $V_2$: financial structure variables (like liquidity, solvability,...);
- $V_3$: employment variables (hours worked, salaries,...);
- $V_4$: investment variables;
- $V_5$: innovation (R&D expenditure).

Each group of variables might correspond to a single questionnaire to administrate to businesses. Questionnaires are adapted according to the NACE sector to which businesses belong. Four main sectors of activity are distinguished: Industry, Construction, Trade and Services. When groups $V_1, V_2, \ldots, V_I$ are considered in each sector, they do not contain necessarily the same variables since they may differ across sectors. For instance, some variables concerning production prices and quantities might belong to the group $V_1$ containing production and activity variables for the sector of Industry and Construction, but they will not be in the $V_1$ group for Trade and Services sectors.

Therefore, when the core of variables of interest are applied to each sector, the outcome is given by $I \times J$ groups $V_{ij}$ of variables, where $j = 1, \ldots, J$ is the index for the sector (in the graphics $j = \text{ind}, \text{con}, \text{tra}, \text{ser}$ stands for industry, construction, trade and services respectively) and $i = 1, \ldots, I$ indicates the group definition (in the example: production and activity, financial structure, employment, investment and innovation), as the graphics illustrates.
Therefore, the basic structure of the IBS is composed by $I \times J$ modules obtained crossing groups of variables with sectors of activity. Such construction allows for a certain degree of flexibility in terms of

- surveying time constraints which very often depend on the sector of activities and on the survey subject;

- sampling design which would embody differences and peculiarities of firms over sectors, allowing for an ad-hoc optimal stratification depending on the group of variables of interest;

- reduction of questionnaire size (not one big questionnaire administrated to firms of all sectors, but light modules spread across firms of the same sector) by a customization according to sector and survey variables;

- ease of management of the modules and of task fragmentation.

The frequency of the survey is annual. Of course, some special cases may arise, like variables required with a higher frequency or una tantum surveys. In this event the structure of IBS allows for external modules which could be added to the cluster of modules concerning the sector of interest (in the picture are indicated with M1-M3).
5.1 Definition of the statistical unit and the sampling frame

In this view, one of the most important requirements is to clearly define the statistical unit. The majority of business surveys focuses on the enterprise (economic definition, see EUROSTAT) as statistical unit. Some surveys (Prodcom, labor costs) require the establishment as the statistical unit.

Basically, two possible directions might be followed.

The easiest one is to fix a common definition of statistical unit for both the head-survey and all the survey-modules. The main advantage is the gain in the consistency between surveys (thanks to this standardization comparisons are allowed). The main disadvantage is that the consistency within surveys is not straightforward. For instance, if the common statistical unit is set as the legal entity then a survey interested in establishments will need adjustments and revisions of definitions/variable/statistical methods.

The second way is to create a multilevel definition of the statistical unit according to three criteria contained in the Council Regulation (EEC) N. 696/93 of 15 March 1993, i.e. the institutional, the geographical and the activity criteria. This allows for definitions of statistical units which range from the establishment (or local unit), which would be the primitive unit, to statistical units obtained by combining primitive ones (like legal units, enterprises and enterprise groups).

One of the advantage of this approach is that it is possible to obtain a specific universe for each survey as a collection of clusters of primitive statistical units. If $N$ primitive units constitute the universe, then $2^N - 1$ non-empty clusters can be formed (considering all possible ways of grouping the units). Therefore, it is necessary to have the information which allow to identify the clusters at each definition level. Furthermore, this approach would allow to respect the EUROSTAT requirements on definitions of statistical unit (especially the economic definition of the enterprise would be applied). On the other hand, the lack of a national register of all the establishments (though some legal entities must declare the address of their establishments) and of the enterprises (but only of institutional units) represent a limit to this method.

Ideally it is should adopted a statistical structure which is a realistic, accurate and almost untouched picture of the structure of a business -the structure of the business as viewed by the business itself (see Hunsberger, Beaucage and Pursey, 2005). In other words, to reduce the survey burdens it is important to collect the data where they are supposed to be. A study of the structure of the business is needed.

To choose between the two approaches is necessary to

- find a common definition of statistical unit satisfactory for all business surveys and estimate the impact of uniforming all business surveys to such definition;

- know, or at least have an idea of the size of the population according to the definitions of statistical units required by business surveys. For instance, it would be useful to know the size of the population of establishments, the size of the population of institutional units,

---

4enterprises can be combinations of legal entities and legal entities can be combinations of local units, nested in a hierarchical structure.
the size of the population of enterprises and the size of the population of the enterprise
groups. Comparing the discrepancy between these numbers might help (roughly) to clarify
the decision on the direction to follow. Also the rate of entities for which local unit≡legal
unit≡enterprise, local unit≡legal unit, legal unit≡enterprise etc. could be helpful.

• promote a feasibility study (joint with business demographers) for the creation of registers
for the 4 populations. For surveys focusing on establishments it might be necessary to tackle
with the problem of coverage. Alternatives to stratification which do not require the knowl-
edge of the target population might be a solution to take seriously into account.

The problem of under-coverage/over-coverage of the target population is an important issue,
especially the over-coverage (enterprises in bankruptcy or non-active do not disappear contextually
from the registers). Improvements of the data quality in the KBO register might reduce the coverage
bias. It would be necessary to construct a measure of the coverage error.

5.2 Auxiliary information
The choice of the auxiliary variables to use should be more depending on the type of variable of
interest (activity, expenditure, investment, employment and innovation). For instance, it might be
logical to consider the turnover a good auxiliary variable for activity-type variables, but it is not
maybe the case for investment-type variables.

Moreover, auxiliary variables need to be statistically reliable, i.e.

• coherent (homogeneous construction, same reference year),
• consistent with their definition,
• referring to the same universe as the variables of interest (same definition of statistical unit),
• exhaustive for the target population,
• available according to the required deadlines and with high updating frequencies,
• of good quality (issues of missing observations and outliers),

since they might be used for the sampling design and for the calibration.

5.2.1 The case of SBS: the turnover
In the Structural Business Survey the main auxiliary variable is the turnover (from VAT register).
This variable, obtained as the difference between total transactions and credit notes summed over
the year, might take also zero or negative values. This can lead not only to definition problems
(non-active enterprise according to Eurostat) but also in the sampling design, in the extrapolation
and in the calibration.
For instance, let $x_t^{(i)}$ be the yearly turnover at time $t$ for unit $i$ and $x_{t-1}^{(i)}$ the yearly turnover at time $t - 1$. If $x_t^{(i)} \cdot x_{t-1}^{(i)} \leq 0$ or $x_{t-1}^{(i)} = 0$ (even worse), it does not make sense the extrapolation of a variable (like number of hours worked) done scaling the same variable of the previous period by the ratio $x_t^{(i)}/x_{t-1}^{(i)}$.

On top of this, since turnover is obtained by summing monthly (sometimes quarterly) values of the VAT declaration, if there are some gaps for few months, this is not taken into account (simple sum is made over the available data points on the reference year). This cause a problem of under/over-estimation of the yearly turnover. An interpolation technique should be used to fill in the gaps in order to obtain coherent yearly data.

At present, the detection of anomalies is made by the statistician by comparing aggregate turnover by sector with a trend index by sector. Corrections are made either after a contact with the enterprise (for big-size enterprises) or directly by the statistician (for more evident mistakes, like scale errors). This practice of ‘subjective cleaning’ should be replaced by a more theoretically rigorous and less time-consuming approach. An automatic check and correction for anomalous data-points should be performed either at this stage by the outlier-rejection procedure (see Cook, 1977), or at the sampling design construction step and at the estimation step by the bounded-influence function approach (see Hampel et al., 1981) or by the high breakdown-point approach (see Rousseeuw and Leroy, 1987).

Furthermore, seasonal adjustments should be made for monthly and quarterly turnover, if required. Both the raw series and the adjusted one should be available in the database.

Starting from April 2007 the Belgian tax system will not require anymore a VAT declaration for each legal unit belonging to the same enterprise or group, but only a consolidated one for the whole. Therefore, only external flows will be recorded and no trace of intra-units flows will be available anymore. As a consequence, the turnover variable will refer to the consolidated activity of the enterprise or group which do not coincide with the statistical unit as defined in the SBS at present. On the other hand, turnover could help to reconstruct the link between the register of the legal units and the register of the enterprises. For surveys with statistical units other than enterprises, the turnover variable (from VAT) should require either an adjustment (according to the definition of the statistical unit and its relation with the enterprise) or replaced by other variables.

First issue to consider is the request of statistics coming from final users, such as public institutions at international, European, national and regional level and private users (academics, businesses, citizens etc.). Such demands are characterized by specific requirements in terms of variables, survey units, coverage, precision, industry breakdown, surveying and delivering time, information which are gathered and contained in the concept of metadata. Metadata are organized through rules which feature the production process steps. Therefore, given that the statistical production process is structured by metadata, it is straightforward that the integration process should assume the same output-driven perspective.
5.3 Statistical methods

Once the output requirements have been set, some information \((input)\) needs to be provided in order to satisfy the final demand. The input information, or \(input\ \text{variables}\), are submitted to the production process and treated according to specified methodological rules. Such input information can be obtained by direct surveying or by administrative records or other external sources. Several treatments of the input data are possible, they range from the identical transformation to the model-based estimation and forecasts.

Since one of the main objective of integration is to reduce statistical response burdens for businesses, an improved and more extensive use of statistical methods could help in decreasing the volume of survey questionnaires. Therefore, one of the main feature of the IBS is to increase the use of model-based estimation and forecasts whenever possible in the transformation process to produce the required output.

5.4 Administrative records and simplification

The use of administrative sources is fundamental in the effort of reducing surveying burdens for businesses. Not only this could be achieved by simplifying questionnaires, but also decreasing the sample size by dropping from the survey some businesses for which administrative entries can be provided. The availability of \(reliable\) administrative records, in terms of coverage, quality and coherency, is the main requirement for simplifying questionnaires and limiting the sample size for the IBS.

5.5 Sectors of activity

One relevant factor which contributes to characterize and differentiate the enterprise structure and behavior is the NACE industry to which it belongs. For instance, firm productivity and wage structure, the strategy and timing of price revision, the size of the enterprise (in terms of number of workers), the investment and financial structure, the reaction to monetary policy actions, the R&D strategies, the geographical dispersion and other characteristics can be very different depending on the sector of activity. Several studies based on empirical findings on Belgian firms confirm this intuition.

Lallemand, Plasman and Rycx (2007) considers the wage structure and labor productivity stressing the fact that the wage bargaining lies at the sectoral level in Belgium.

Aucremanne and Druant (2005) shows that the price-setting behavior of a Belgian firm and its adjustment frequency is very different across sectors of activity. In particular, optimal price-setting is more recurrent in manufacture \((45\% \ \text{of manufactory firms})\) than in services, where the rule of thumb is practiced \((37\% \ \text{of firms in services})\); the price-review occurs mostly once per year, in January for the \(43\%\) of the firms and in December for the \(9\%\). On average price are revised once every \(12\) months for services, every \(7\) months for construction, every \(9.6\) months for industry and every \(9\) months for retail.
Van Gastel (1999) provides a breakdown of large, medium and small enterprises (defined according to the number of workers) into the main sectors of activity (manufacture, construction, services and retail) showing that for the construction sector small companies are prevailing, whereas for some services, such as Banking, Insurance and distribution of daily food, large companies are prevailing.

Butzen, Fuss and Vermeulen (2001) investigates some of the effects of monetary policy on firm’s investment behavior for each sector and for large and small size firms separately. Their main finding is that for manufacturing and construction firms react negatively to user cost changes and positively to value added growth and cash flow changes, whereas the investment dynamics for services is different accordingly to the size of the firm (smoother for large firms than for small ones). In sum, the results support the hypothesis of a differential impact across sectors and sizes of the interest rate and credit channel.

R&D activities are at the root of regional economic development and growth. It is common sense that R&D expenditures differ highly between sectors. This is confirmed by Teirlinck and Spithoven (2005) who studies the principal determinants for regional R&D activities and detect successful and less successful R&D regions combining the differences in R&D performance by economic sector with a spatial dispersion of sector activity between districts.

The need to make a distinction between sectors of activity in the IBS is confirmed also by the different employment structure of the enterprises according to the kind of activity.

The distribution of and the frequency distribution of businesses belonging to the same universe with at least one employee (enterprises with ONSS number).

Comparisons are made on the basis of Also coefficients of variation for each sector (columns CV tot and CV ONSS) are provided.

The exercise of considering the percentage of enterprises with employees on the total number for each 5-digits NACE and the turnover share they represent on the total turnover of the considered sector (Structural Business Survey universe in 2005) shows how the employment structure of enterprises in manufacture sector differs from that of construction, trade and services. For the manufacture sector in almost every 5–digits industry the enterprises with employees represent at least the 90% of the total turnover of the firms belonging to the same industry. This is not always the case for services, nor for the trade and construction sectors.

Such a result is a useful insight in the survey design for the manufacture sector for which sampling could be limited to ONSS-registered firms only (and for the non-surveyed ones some extrapolations could be done by VAT records and by estimation). Of course, such a strategy is not necessarily convenient for the other main sectors.

Furthermore, several existing surveys are focusing on 1–digit NACE sector only, as it is the case of trade survey, Prodcom, and even the SBS is composed also by 4 modules corresponding each to a 1–digit NACE sector.

Therefore, it would be useful to distinguish 4 main modules for the IBS, one of each corresponding to a NACE 1–digit sector, i.e. manufacture, construction, trade and services.
5.6 Geographical location

In this paragraph we discuss the importance of geography in the distribution of businesses across economic activities according to their economic size (measured in terms of number of employees and turnover). To evaluate the relevance of the geographical component it is used the 2-way and 3-way analysis of variance (ANOVA) of the turnover. The idea is to compare the percentage of variance (of turnover) explained by the NACE and the economic size (benchmark model) with respect to the model in which geography is introduced as additional factor. Such comparative analysis is performed for each of the 4 main sectors of economic activities: manufacture and mineral industries, construction, retail trade and services.

From the results of such analysis some interesting conclusions can be drawn:

- The impact of geography location of businesses is different according to the industry. Indeed, it seems that geography is more important as a determinant for turnover variability for manufacture, mineral and construction industries. The highest impact of geography is for the construction industry.
- For construction, mineral and manufacture industries it seems that the decrease in explained variance due to a going up in the NACE breakdown can be compensated by an increase due to a going down in the geographical breakdown.

6 Sampling design

The choice of the sampling technique is highly dependent on the main objectives of integration. It is perhaps useful to recall them briefly.

- The reduction of statistical response burden for enterprises, especially for small and medium ones;
- reduction of costs in terms of budget and human resources for the maintenance of the current business surveys;
- increase the quality of business surveys in terms of precision of the estimates and quality of the collected data;
- enhancement of the image of Statistics Belgium offering high quality and modern statistics to institutional partners (such as the National Bank of Belgium, the Bureau Federal du Plan and others), academies and citizens.

\(^{5}\)Results are available from the author under request.
6.1 Stratification

Stratified sampling has been proven to be the most efficient surveying technique under some basic assumptions (see Tillé, 2001) and it is currently in use at Statistics Belgium for the majority of the business surveys. Nevertheless, the stratification criteria need to be reviewed in order to fix new thresholds for the size criteria of the enterprises.

The main principles of stratification should consist of three dimensions: sector of activity (NACE classification), geographical location (NUTS classification) and economic size of the business. The number of digits for NACE and NUTS level should be fixed in order to ensure on the one hand homogeneous strata (in terms of the stratification variable, like the economic size for instance) and on the other hand sufficiently populated strata.

Of course, the choice of the NACE and NUTS digits should be consistent with the required breakdown of the output variables in order to get a better precision of the estimates on survey domains. However, in practice the choice of the NACE and NUTS breakdown is based on a trade-off between the required breakdown of the output variable and the one which would ensure sufficiently populated strata.

Once the bi-dimensional strata are constructed (geography and sector of activity), for each stratum enterprises are grouped according to their economic size in three classes:

1. Large enterprises: for them an exhaustive sampling is required, which means that all businesses belonging to this class are surveyed.

2. Medium and Small enterprises in the sampling frame: for them a simple random sampling is required.

3. Medium and Small out of the sampling frame: they do not enter the sampling frame (i.e. 0-probability of being sampled).

It is clear that in every stratum each business has not the same sampling probability which depends on the size class to which the business belongs. However, within each size class businesses have the same sampling probability.

Now, the key issue is how to group businesses in size classes. In the Structural Business Survey (SBS) currently the thresholds which distinguish large, medium and small enterprises are based on turnover and number of employees and are fixed following common conventions and practices (ad-hoc criterion).

It is necessary to review those thresholds on the basis of solid statistical and economic arguments, using perhaps other variables to better represent the economic size of a firm and applying optimization algorithms and basic statistical tools (like empirical distribution function).

The expected change is a reduction of the number of firms considered large and therefore belonging to the group of exhaustive sampling. As for the medium and small firms, a part of them (the ones with very low economic impact in their sector of activity) will not sustain any response burden. The tools suggested are presented in the following subsections.
6.2 Determination of strata bounds, sample size and allocation

The first step is the determination of the businesses to drop in the sampling process, which are the ones entering the take-0 stratum. Given a NACE and geographical location, a possible criterion is to choose a quantile of the cumulative distribution function of the auxiliary variable and to drop those businesses which are below it. In other words, this would disregard the enterprises which do not represent a relevant share of the auxiliary information used for the stratification design, for a given NACE and geographical location.

For example, if the auxiliary variable is the turnover and the take-0 quantile is chosen at 5%, then the take-0 businesses belonging to a given NACE and geography are those for which the turnover summed up does not represent more than the 5% of the total turnover for the given NACE and geography. For those dropped businesses some estimation techniques combined with administrative data could be used to make some inference.

If the 5% quantile of the cdf of turnover (in logarithms) is chosen, the number of take-0 enterprises in NACE sections 451, 452, 453, 454 and 455 are displayed below.

<table>
<thead>
<tr>
<th>NACE section</th>
<th>5% quantile</th>
<th>take-0 enterprises (≤ 5% quantile)</th>
<th>enterprises in the sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>451</td>
<td>11.80</td>
<td>139</td>
<td>2634</td>
</tr>
<tr>
<td>452</td>
<td>12.20</td>
<td>1238</td>
<td>23517</td>
</tr>
<tr>
<td>453</td>
<td>11.97</td>
<td>978</td>
<td>18576</td>
</tr>
<tr>
<td>454</td>
<td>12.33</td>
<td>1150</td>
<td>21845</td>
</tr>
<tr>
<td>455</td>
<td>12.93</td>
<td>4</td>
<td>74</td>
</tr>
</tbody>
</table>

Once the sample target has been re-defined by dropping the statistical units which are out-of-scope according to an economic criterion, the definition of the strata bounds should follow. This is achieved by a modified Lavallée-Hidiroglou (1988) (HL) algorithm for log-linear and heteroscedastic linear regression relationship between the auxiliary variable and the target variable, using the Neyman allocation.

The method allows for the simultaneous determination of the minimum sample size, the strata bounds and the sample allocation which satisfy a desired statistical precision. Furthermore, the fact that the stratification variable is only a proxy for the target variable is taken into account by modeling a log-linear or heteroscedastic linear relationship between them, as suggested by Rivest (2002).

The method is fully illustrated by Rivest (2002) for the case of the sample mean survey estimator. Since the IBS output variables are totals, we derive in the following section the modifications needed for the sample total survey estimator.

Consider a stratified random sampling scheme with $L$ strata for a variable of interest $Y$ in a target population $U$ of size $N$. Then, denoting by $N_h$ the size, $S_h$ the random sample with size $n_h$ and $a_h = \frac{n_h}{N_h}$ the sampling fraction of stratum $h$, $h = 1, \ldots, L$, the survey estimator for the total
\[ \hat{\text{t}}_{\text{strat}} = \sum_{h=1}^{L} \frac{N_h}{n_h} \sum_{k \in S_h} y_k \] has variance estimated by

\[ \text{Var}(\hat{\text{t}}_{\text{strat}}) = \sum_{h=1}^{L} N_h \frac{(1 - a_h)}{a_h} s_{gh}^2 \] (1)

where

\[ s_{gh}^2 = \frac{1}{n_h - 1} \sum_{k \in S_h} (y_k - \hat{y}_h)^2, \]

and \( \hat{y}_h \) is the sample mean of \( Y \) within stratum \( h \).

In the procedure we fix the \( L \)-th stratum as a take-all stratum, i.e. all the enterprises belonging to it are exhaustively sampled. As for the enterprises in the remaining \( L - 1 \) strata, a random sampling is performed. In other words, for the take-all stratum \( n_L = N_L \), whereas for \( h < L \), the sample size \( n_h \) in the take-some stratum can be written as \( (n - N_L)a_h \).

Therefore, by straightforward calculations (1) can be rewritten as

\[ \text{Var}(\hat{\text{t}}_{\text{strat}}) = \frac{1}{n - N_L} \sum_{h=1}^{L-1} \frac{N_h^2 s_{gh}^2}{a_h} - \sum_{h=1}^{L-1} N_h s_{gh}^2 \] (2)

from which, solving for \( n \), we obtain

\[ n_{\hat{\text{t}}_{\text{strat}}} = N_L + \frac{\sum_{h=1}^{L-1} \frac{N_h^2 s_{gh}^2}{a_h}}{\text{Var}(\hat{\text{t}}_{\text{strat}}) + \sum_{h=1}^{L-1} N_h s_{gh}^2}, \] (3)

which is the sample size required for a given (supposed known) variance of the sample total estimator.

Expression (3) can also be written as

\[ n_{\hat{\text{t}}_{\text{strat}}} = N_L + \frac{\sum_{h=1}^{L-1} \frac{W_h s_{gh}^2}{a_h}}{(cY/N)^2 + \sum_{h=1}^{L-1} \frac{W_h s_{gh}^2}{N s_{gh}^2}}, \] (4)

where \( W_h = \frac{N_h}{N} \), \( c \) is the target coefficient of variation (precision level, which often ranges between 1% to 10% in business surveys) and \( \bar{Y} \) the mean of \( Y \).

The idea is to find the optimal stratum boundaries \( b_1, \ldots, b_{L-1} \) which minimize \( n_{\hat{\text{t}}_{\text{strat}}} \) subject to a requirement on the precision of \( \hat{y}_{\text{strat}} \) such as \( \text{Var}(\hat{y}_{\text{strat}}) = c^2 \bar{Y}^2 \).

Now, it is known that there exists a discrepancy between the auxiliary variable \( X \) used for stratification and the survey variable \( Y \). Therefore, the strategy suggested by Rivest (2002) is to recover such discrepancy by the use of a regression model.

In the business survey literature, the relationship existing between \( Y \) and \( X \) is often modeled by a log-linear or a linear heteroscedastic regression model.
In what follows we consider variables $X$ and $Y$ as continuous random variables and we denote by $f(x)$, $x \in \mathbb{R}$ the density of $X$. The data $x_1, \ldots, x_N$ are considered as $N$ independent realizations of the random variable $X$.

Since stratum $h$ consists of the population units with an $X$-value in the interval $(b_{h-1}, b_h]$, the stratification process uses the values of $E(Y|b_h \geq X > b_{h-1})$ and $\text{Var}(Y|b_h \geq X > b_{h-1})$, the conditional mean and variance of $Y$ given that the unit falls in stratum $h$, for $h = 1, \ldots, L - 1$.

6.2.1 Log-linear model

This model considers the regression relationship between $Y$ and $X$ expressed by

$$\log Y = \alpha + \beta \log X + \varepsilon,$$

where $\varepsilon$ is assumed to be a 0-mean random variable, normally distributed with variance $\sigma_{\log}^2$ and independent from $X$, whereas $\alpha$ and $\beta_{\log}$ are the parameters to be estimated.

The conditional moments of $Y$ are obtained using the basic properties of the lognormal distribution, and they are

$$E(Y|b_h \geq X > b_{h-1}) = \exp^{\alpha+\sigma_{\log}^2/2} E(X^{\beta_{\log}}|b_h \geq X > b_{h-1})$$

and

$$\text{Var}(Y|b_h \geq X > b_{h-1}) = \exp^{\alpha+\sigma_{\log}^2/2} \{\text{Var}(X^{2\beta_{\log}}|b_h \geq X > b_{h-1}) - E(X^{2\beta_{\log}}|b_h \geq X > b_{h-1})^2\},$$

respectively. Note that when $\gamma = 2$, the conditional mean and variance of $Y$ are proportional to those for the log-linear model with $\beta_{\log} = 1$ and $\sigma_{\log}^2 = (1 + (\sigma_{\log}/\beta_{\log})^2)$.

6.2.2 Linear heteroscedastic model

This model is often used in the sampling literature because it allows for a non constant variance across the observations. Its classical formulation is

$$Y = \beta_{\text{lin}} X + \varepsilon$$

where $\varepsilon$ is assumed to be a 0-mean random variable with conditional variance given by $\sigma_{\text{lin}}^2 X^\gamma$, for some $\gamma > 0$. The conditional expectation and the conditional variance of $Y$ are

$$E(Y|b_h \geq X > b_{h-1}) = \beta_{\text{lin}} E(X|b_h \geq X > b_{h-1})$$

and

$$\text{Var}(Y|b_h \geq X > b_{h-1}) = \beta_{\text{lin}}^2 \{\text{Var}(X|b_h \geq X > b_{h-1}) + \frac{\sigma_{\text{lin}}^2}{\beta_{\text{lin}}} E(X^\gamma|b_h \geq X > b_{h-1})^2\},$$

respectively. Note that when $\gamma = 2$, the conditional mean and variance of $Y$ are proportional to those for the log-linear model with $\beta_{\log} = 1$ and $\sigma_{\log}^2 = (1 + (\sigma_{\log}/\beta_{\log})^2)$. 
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6.3 Neyman Allocation

The allocation rule considered in the IBS is the Neyman allocation rule, which is based on

\[ a_h = \frac{n_h}{N_h} = \frac{W_h s_{yh}}{\sum_{k=1}^{L-1} W_k s_{yk}} \]  

(9)

which means that the number of units sampled in a stratum is proportional to the relative dispersion of the survey variable within the stratum compared to the overall dispersion, all being ponderated by the relative weight of the stratum.

If Neyman allocation rule is applied to (4), the following holds

\[ n_{\text{ystrat}} \approx N_L + \frac{(\sum_{h=1}^{L-1} W_h s_{yh})^2}{(c\overline{Y}/N)^2 + \sum_{h=1}^{L-1} W_h s_{yh}^2}. \]  

(10)

Now, supposing that a log-linear relationship exists between the survey variable \( Y \) and the auxiliary one \( X \), writing the first two conditional moments of \( Y \) given \( b_{h-1} < X \leq b_h \) in terms of

\[ W_h = \int_{b_{h-1}}^{b_h} f(x)dx, \quad \phi_h = \int_{b_{h-1}}^{b_h} x^\beta f(x)dx, \quad \text{and} \quad \psi_h = \int_{b_{h-1}}^{b_h} x^{2\beta} f(x)dx, \]

where \( \beta \) and \( \sigma \) are the parameters of the log-linear model in the previous section, expression (10) can be rewritten as

\[ n_{\text{ystrat}} = N_L + \frac{(\sum_{h=1}^{L-1} (e^{\sigma^2} \psi_h W_h - \phi_h^2)^{1/2})^2}{(c \sum x_i^\beta /N)^2 + \sum_{h=1}^{L-1} (e^{\sigma^2} \psi_h - \phi_h^2/W_h)}. \]  

(11)

6.4 Robust stratification

The presence of outliers can strongly bias the sampling design described above. In particular, it could induce a wrong computation of the number of statistical units to sample, usually overestimating it.

For instance, suppose that in the stratification variable \( X \) some outliers arise. Outliers are observations arbitrarily far from the majority of the data. They are often due to mistakes, like editing, measurement and observational errors. Intuitively, when outliers are present in a given stratum for the stratification variable \( X \) they affect both the location and scale measures for \( X \). Therefore, it is clear that a higher dispersion than the ‘true’ one will be observed in that stratum.

Such a situation will bias the outcome of the HL method. For instance, the sample size would be bigger than it should be, given the fact that observations seem to be more distant (in average) than they are in the reality. Moreover, the strata bounds and the sample allocation would be both biased. This is clear when we consider the Neyman allocation, for example, which is based on within-stratum dispersion. Since the principle is to survey more units in the strata in which the
auxiliary variable is more dispersed within the stratum, outliers might have the effect of increasing enormously and unduly the sample size in each stratum.

For this reason we build a robust version of the HL method, applying the following strategy. In the first step, robust estimators are used to estimate the parameters of both the log-linear and heteroscedastic regression models (S-estimator for regression is the choice for IBS). Then, the estimated robust parameters are plugged in the HL objective function used for the computation of the strata bounds, the minimum sample size and the sample allocation which satisfy a fixed statistical precision.

6.5 An example: the sector of Construction

For illustration purposes Rivest (2002)’ algorithm presented above is applied to the sector of construction with 3-digits NACE detail for the group of variables concerning production and activity of businesses. In the exercise, the target variable considered is the value added (source: NBB) and the stratification variables is the turnover (source: VAT). The universe used is the Structural Business Survey (SBS)’s universe in 2005.

The NACE detail chosen for the exercise is the 3-digit one, which for construction is described by the following subsections

- 451: site preparation (demolition and wrecking of buildings, Test drilling and boring);
- 452: building of complete constructions or parts thereof; civil engineering (general construction of buildings and civil engineering works, erection of roof covering and frames, construction of motorways, roads, airfields and sport facilities, construction of water projects, other construction worked involving special trades);
- 453: building installation (installation of electrical wiring and fittings, insulation work activities, plumbing, other building installation);
- 454: building completion (plastering, joinery installation, floor and wall covering, painting and glazing, other building completion);
- 455: renting of construction or demolition equipment with operator.

In the first step of the procedure, the parameters $\sigma^2$ and $\beta$ of the log-linear model are estimated twice: once by means of the classical LS estimator and a second time by means of the robust S-estimator for regression for each NACE 3-digits section (sections 451, 452, 453, 454, 455).

There are some differences in the regression estimates between the non-robust and the robust approach. The log-linear regression coefficients are generally underestimated in the non-robust approach for all sections of the construction sector, which is the effect of the presence of $3\% - 4\%$ outliers in each NACE-3 section. Taking into account the bias induced by outliers and weighting it out help to improve the quality of the regression fit, as a higher $R^2$ in the robust regressions shows.

---

6The resulting estimates are available under request.
Now, plugging in the estimated log-linear parameters in the HL algorithm with Neyman allocation, we obtain for both the classical case and robust case the stratification design, i.e. the sample size, allocation and strata bounds. The number of strata has been set to 5, one is the take-all stratum and the other 4 are the take-some.

The exhaustive stratum usually contains 2 enterprises and the most populated stratum is the third one. It is clear from the results obtained that strata bounds are not very different in the classical and robust log-linear estimates (exception of section 455). This is not the case for the sample size, which for the same precision level in the robust approach is up to the half of the one obtained in the non-robust case. An explanation for this is because Rivest (2002)' algorithm is based on sample moments which enters mostly the computation of strata bounds, with lower impact in the sample size selection. Sample size is highly sensitive to the log-linear regression parameters, especially the standard deviation (which is normally much lower in the robust approach than in the classical one).

In the future, it is recommended to use robust sample first and second-order moments to correct also the strata bounds for possible outliers in the sample. A robustified version of Rivest’s algorithm is therefore suggested.

6.6 Multiple survey variables

In what it has been seen above, stratification has been made considering as survey variable only the value added. Validity of this approach can be discussed since the stratification is of course not optimal with respect to the whole set of survey variables entering the same group.

Two approaches are proposed to improve the stratification. The first one is based on the principal component analysis (PCA) on the survey variables belonging to the group, whereas the second is more oriented to the achievement of an optimal stratification in the HL stream line.

6.6.1 Principal component approach

The aim is to extract a new variable (the first principal component) able to summarize the maximum common information contained in the group variables. The PCA technique is generally used to reduce multidimensional datasets to lower dimensions for analysis.

Mathematically speaking, PCA is defined as an orthogonal linear transformation that transforms the data to a new coordinate system such that the greatest variance by any projection of the data comes to lie on the first coordinate (called the first principal component), the second greatest variance on the second coordinate, and so on. Such a tool can be used for dimensionality reduction in a data set by retaining those characteristics of the data that contribute most to its variance, by keeping lower-order principal components and ignoring higher-order ones. Such low-order components often contain the “most important” aspects of the data.

To illustrate the method, we run PCA on two variables gross operating margin (marge brute d’exploitation 70/61) and operating income (benefice d’exercice, code 70/67) for the NACE 3-digits
construction sections (source: Annual Balance Sheets of enterprises, Centrale des Bilans, NBB).

Only the first principal component is retained.

Then, for each NACE section 451−455 the linear heteroscedastic regression model is estimated for the first principal component using turnover as regressor.

Comparing the robust and non-robust approaches, we observe that in the non-robust approach the regression coefficient is always overestimated. This is due to the detection of about 10% of outliers. In general, the regression fit is better in the robust model, as the higher $R^2$ shows.

The heteroscedasticity is modeled by a value of $\gamma = 2$, which allows for conditional moments proportional to the log-linear model. Therefore, with the appropriated choice of $\beta_{\log} = 1$ and $\sigma_{\log}$ as function of $\beta_{\lin}$ and $\sigma_{\lin}$, the modified HL algorithm is applied to the heteroscedastic linear model.

Comparing the non-robust versus the robust sampling scheme, we remark the same general features as those noticed in the single survey variable case, such as an important reduction of the sample size in the robust design, almost the same strata bounds with a very few populated take-all stratum.

Making comparisons with the sampling schemes obtained in the single survey variable case, we observe that for sections 452−455 in the multiple survey variable case with the principal component approach the sample sizes are lower than in the single variable one. Moreover, there are some differences in the strata bounds computed, which is more accentuated in sections 453−455.

6.6.2 Multiple survey optimal stratification

The main drawback of the procedure presented above is that it is not possible to say something about the precision of each survey variable estimates belonging to the group for which PCA is performed. This is due to the fact that optimality is achieved with respect to the first principal component.

Therefore, we might want to find a way to keep trace of the optimal stratification of each variable entering the group and to look for the optimal stratification in the multiple setting.

One possible approach is to base the optimality criterion on a notion of relative efficiency as a weighted average of the ratio between the variance of the survey estimator in the multiple variable scheme and the variance in the optimal stratification-singel variable case.

In symbols, considering a group of $Q$ survey variables, the loss function for the estimator of totals which we want to minimize is

$$
\sum_{q=1}^{Q} H_q \frac{\text{Var}(\hat{t}_q^\star)}{\text{Var}(\hat{t}_q^\star)}
$$

where $\text{Var}(\hat{t}_q^\star)$ is the variance of the estimator of the total for variable $q$ in the optimal stratification-single variables case (for instance, the stratification obtained by the HL algorithm), whereas $\text{Var}(\hat{t}_q)$ is the variance of the estimator of the total for survey variable $q$ in a general sampling plan. The weights $H_q$, $q = 1, \ldots, Q$ sums to 1 and take into account the relative importance of the survey
variables entering the group. We call this loss function the Sampling Relative Efficiency, or in short SRE.

The same function has taken different names in the literature. For example, Holmberg (2003) calls it “Anticipated Overall Relative Efficiency Loss”, or ANOREL.

Given the knowledge of $V_q = \text{Var}(\hat{t}_q)$, and replacing the $\text{Var}(\hat{t}_q)$ by its usual formula, the SRE loss function can be rewritten as

$$SRE_Q(\hat{t}_{y\text{strat}}) = \sum_{q=1}^{Q} \frac{H_q}{V_q} \sum_{h=1}^{L} N_h \left( \frac{N_h}{n_h} - 1 \right) s_{yq}^2$$

(12)

where $s_{yq}^2$ is the sampling variance for variable $Y_q$ computed in stratum $h$.

Setting $L$ as the take-all stratum, so that $n_L = N_L$, the sample size $n_h$ for $h < L$ can be written as $(n - N_L)a_h$, with the usual notation introduced above. Then, solving (12) for $n$, after straightforward calculations we obtain

$$n_{\text{strat};Q} = N_L + \frac{\sum_{q=1}^{Q} \frac{H_q}{V_q} \sum_{h=1}^{L-1} \frac{N_h^2 s_{yq}^2}{a_h}}{SRE_Q(\hat{t}_{y\text{strat}})} + \frac{\sum_{q=1}^{Q} \frac{H_q}{V_q} \sum_{h=1}^{L-1} N_h s_{yq}^2}{SRE_Q(\hat{t}_{y\text{strat}}) / N^2}.$$ 

(13)

Now, considering the Neyman allocation rule in (9), expression (13) becomes

$$n_{\text{strat};Q} = N_L + \frac{\sum_{q=1}^{Q} \frac{H_q}{V_q} (\sum_{h=1}^{L-1} W_h s_{yq}^2) \left( \frac{\partial n}{\partial \psi_{q,h}} - \frac{\partial n}{\partial \psi_{q,h+1}} \right) b_{\beta_q}^2}{SRE_Q(\hat{t}_{y\text{strat}}) / N^2 + \sum_{q=1}^{Q} \frac{H_q}{V_q} \sum_{h=1}^{L-1} \frac{W_h s_{yq}^2}{N}}.$$ 

(14)

The above equation means that, fixing the precision for each of the $q = 1, \ldots, Q$ variables estimates, the overall sampling relative efficiency loss SRE, together with the relative importance $H_q$ of each $q = 1, \ldots, Q$ survey variable, it is possible to find the minimum sample size, the strata bounds and the optimal allocation (in the sense of Neyman) which satisfy the given precision requirements.

In practice, such a procedure cannot be apply since the survey variables $Y_q$, $q = 1, \ldots, Q$ are not known.

Therefore, the use of some auxiliary information $X$ is necessary. Given the discrepancy existing between the stratification variable(s) $X_q$ and the $Y_q$, $q = 1, \ldots, Q$, we could model it by a log-linear regression relationship.

Then, with the notation already introduced in the previous subsections for the log-linear model setting, we want to find the strata bounds $b_{\beta_q}^h$, $h = 1, \ldots, L - 1$ which minimize the sample size $n_{\text{strat};Q}$ for a given overall and relative precision, allowing for Neyman allocation with auxiliary information linked to the $Q$ survey variables by a log-linear regression relationship.

Mathematically speaking, we need to solve for $b_{\beta_q}^h$, $h = 1, \ldots, L - 1$ the following equation

$$\sum_{q=1}^{Q} \frac{H_q}{V_q} \left( (\frac{\partial n}{\partial \psi_{q,h}} - \frac{\partial n}{\partial \psi_{q,h+1}}) b_{\beta_q}^2 + (\frac{\partial n}{\partial \phi_{q,h}} - \frac{\partial n}{\partial \phi_{q,h+1}}) b_{\phi_q}^h \right) + (\frac{\partial n}{\partial W_h} - \frac{\partial n}{\partial W_{h+1}}),$$

(15)
where

\[ W_h = \int_{b_{h-1}}^{b_h} f(x)dx, \quad \phi_{q,h} = \int_{b_{h-1}}^{b_h} x^{\beta_q} f(x)dx, \quad \text{and} \quad \psi_{q,h} = \int_{b_{h-1}}^{b_h} x^{2\beta_q} f(x)dx, \]

with \( \beta_q \) the log-linear regression coefficient in

\[
\log Y_q = \alpha_q + \beta_q \log X_q + \varepsilon_q, \quad q = 1, \ldots, Q.
\]

Unfortunately, we are not able to derive an expression in closed form for equation (15). The \( b_h \) \( h = 1, \ldots, L - 1 \) which solve equation (15) can be obtained using numerical methods, like Newton-Raphson, Hill climbing, etc.

Note that this procedure for determining the optimal sample size, strata bounds and sample allocation in the multiple survey variable situation can be used also to simplify the IBS structure, considering only one big group of survey variables for each sector (at the place of \( I \) groups for each sector). Therefore, only \( J \) modules would be kept (one per sector) at the place of \( I \times J \) modules, providing one stratification scheme for each sector \( j = 1, \ldots, J \) and avoiding complicated sample coordination.

### 6.7 Multi-level precision

One main concern about the overall procedure is the global precision attained at the sector level for all the modules put together and the precision for each module at the national level. To answer to such questions we need to put some sample size constraints depending on the desired precision at the aggregate level.

For instance, given the matrix \( n \) of sample sizes for each group of survey variables \( i = 1, \ldots, I \) and for each sector \( j = 1, \ldots, J \), which is obtained by the modified HL algorithm with Neyman allocation choosing the \( I \times J \) matrix \( c \) of precisions

\[
 n = \begin{pmatrix}
 n_1^1 & \cdots & n_1^j & \cdots & n_1^I \\
 n_2^1 & \cdots & n_2^j & \cdots & n_2^I \\
 \vdots & \ddots & \vdots & \ddots & \vdots \\
 n_I^1 & \cdots & n_I^j & \cdots & n_I^I \\
 \end{pmatrix}
 c = \begin{pmatrix}
 c_1^1 & \cdots & c_1^j & \cdots & c_1^I \\
 c_2^1 & \cdots & c_2^j & \cdots & c_2^I \\
 \vdots & \ddots & \vdots & \ddots & \vdots \\
 c_I^1 & \cdots & c_I^j & \cdots & c_I^I \\
 \end{pmatrix}
\] (16)

we might require that for a fixed global sector precision \( c^j \) across all survey variables (which entails a minimum size requirement \( n^j \))

\[
\sum_{i=1}^{I} n_i^j \geq n^j \quad j = 1, \ldots, J.
\] (17)
Also, one might want to guarantee a precision $c_i$ of the estimates for a group $i$ of survey variables at the national level, which would implies a minimum size requirement $n_i$. Therefore the following constraint should be imposed

$$\sum_{j=1}^{J} n_{ij} \geq n_i \quad i = 1, \ldots, I. \quad (18)$$

In the example of Construction we have the simple case in which $I = 1$ and $J = 5$ (for illustrative purposes we consider the 3-digits NACE sections 451 – 455 as different sectors of activity), therefore if the constraint of type (18) is applied requiring a precision of 5% at national level for the group of survey variables concerning production ($i = 1$), the following needs to be satisfied

$$\sum_{j=1}^{5} n_{1j} \geq 499.$$

Now, summing the sample sizes obtained by robust HL stratification at 5% precision over the NACE 3-digits sections (451 – 455), the total sample size obtained is of 767 businesses. In this case, the constraint in (18) is satisfied.

### 6.8 Empirical comparison of stratification designs

To judge about the quality of the stratification design, some ANOVA type analysis are performed in the sector of construction, for each subsection 451 – 455. This is done for evaluating how well the variance of the stratification variable, which is the turnover in our example, is explained by the factors used for grouping enterprises into strata, such as the kind of economic activity (NACE), the geography and the economic size. Therefore, in the following analysis the dependent variable is the turnover and the factors are the 5-digits NACE economic activity section, the geography at municipal level (or at regional level whenever municipal is not computationally feasible) and the size class to which enterprises belong.

Three different economic criteria which define the size classes are considered in the analysis.

The first one is the size class criterion used currently in the Structural Business Survey (SBS), which distinguishes 6 size classes according to the turnover (VAT declaration) and the ONSS size following the scheme

- class 5: enterprises with ONSS class $> 4$;
- class 4: enterprises not belonging to class 5 and with ONSS class $= 4$ or turnover $> 200$ millions of euro;
- class 3: enterprises not belonging to class 4 and with ONSS class $= 3$ or turnover between 100 and 200 millions of euro;
• class 2: enterprises not belonging to class 3 and with ONSS class = 2 or turnover between 50 and 100 millions of euro;

• class 1: enterprises not belonging to class 2 and with ONSS class = 1 or turnover between 20 and 50 millions of euro;

• class 0: enterprises with ONSS class = 0 and turnover < 20 millions of euro.

The second size class criterion is based on the modified HL stratification method, as presented in the previous paragraphs for which the value added is the survey variable and the turnover is the stratification variable. The discrepancies existing between the two variables is modeled by the robust log-linear regression equation.

The third size class criterion is also based on the modified HL stratification method, but this time the target variable is the first principal component for the gross operating margin and the operating income, with the turnover as stratification variable. This time the model chosen is the linear heteroscedastic one, with robust S-estimator for regression parameters.

Comparing the results, we observe that in general the modified HL stratification method performs better than the ad-hoc stratification currently in use for the SBS. This is shown by the higher $R^2$ which are always above the 87% in the optimal stratification, and by the significance of factors like the class of economic activity (NACE) and geography (at municipal or regional level) and their interactions with the economic size class. Indeed, in the SBS scenario, geography, NACE and interactions are not significant in all 3-digits NACE Construction subsections.

The optimal stratification achieved by both single-variable and multiple-variable approaches (log-linear and heteroscedastic linear models) produces comparable results in terms of analysis of variance of turnover. They show evidence of a stratification design which is far better than the ad-hoc one used in SBS.

7 Simulation Study

The aim of the simulation study is to compare the performance of the sampling strategy proposed in this paper with respect to the one currently in use for the Structural Business Survey (SBS). The methods were investigated by using the business sampling frame of the SBS in 2002.

A model was fitted to the business data by stratum $ij$ ($i =$ NACE 4-digits, $j =$ size class)

$$\ln(y_{ij}|i,j \in h) = \beta_1 \ln x_{ij}^{(1)} + \beta_2 x_{ij}^{(2)}$$

where $y$ is the annual value added (the survey variable); $x^{(1)}$ and $x^{(2)}$ are respectively the register turnover (VAT register) and the register employment (ONSS register), two auxiliary variables available for almost all the businesses from the SBS sampling frame. The $\beta$‘s are parameters to be estimated using those data from stratum $h$. Once the $\beta$‘s have been estimated, the same model is used to generate a population, based on the auxiliary variable values and adding a random residual.
from the fitting process to each observation to give a population with the appropriate variability. That is to say,

$$\ln \hat{y}_{ij}^{\text{sim}} = \ln \hat{y}_{ij} + \varepsilon_{ij}$$

where $\varepsilon$ is a random normal error with $\sigma = .8$.

In this way we obtain a population whose auxiliary variables are the known variables from the register, and whose "survey data" are known. We then produce 10000 samples from this population for each main NACE sector concerning SBS, i.e. Manufacturing, Construction, Trade and Services using from the one hand the sample sizes, sampling rates and allocation proposed by the modified HL method (setting 1% precision and the same number of strata as the one in the current SBS sampling design), and from the other hand running the current sampling plan in use for SBS. Only register turnover is used as auxiliary variable for the modified HL method.

The estimator considered is the HT for the total value-added by NACE 4-digits (our survey variable for this study) and any notion of non-response is ignored. The Mean Squared Error of the estimates is computed for each NACE 4-digits, as well as the variance and the bias, and then summarized into averages for each main economic sector. The results reported in Tables 1-5 show the outperforming capabilities of the proposed method in terms of the overall precision of the estimates and of the reduction of the sample size for a given precision level. In particular, replacing the current ad-hoc sampling method for SBS with the one proposed in this study, it is possible to reduce the sample of about 30% with a gain in precision of the estimated up to 50%, as it is the case for the sector of construction.

8 Conclusions and Agenda

In this document two main aspects of survey integration have been considered: the operational structure of IBS and the sampling design.

The advantages of integration for both businesses and the NIS have been pointed out throughout the paper. It is clear that the integration process involves also some operational costs for the Administration, which need to be evaluated according to the survey domain.

The description of a possible structure for IBS is given in the paper according to the variable-oriented approach, presented in Section 2. The structure of IBS is the byproduct of several empirical evidences. The importance of the sectors of activity and of the geographical location of businesses, joint to the variable-oriented approach lead to a modular structure of the IBS, in which 5 main clusters of variables grouped by themes are crossed with the 4 main sectors of activity, i.e. industry, construction, trade and services.

From such a structure, it is evident that integration goes further beyond a mere coordination of surveys, but it involves a complete new organization and clustering of surveys.

Sampling is performed using a 3-dimensional stratification by NACE, geography and economic size-class. Take-all, take-some and take-0 strata are considered. Thresholds for the take-0 strata are obtained by selecting the 5% quantile of the cumulative distribution function of the annual turnover (VAT source). Thresholds defining the economic size strata are obtained by the generalized HL
### Table 1: Horvitz-Thompson estimator of total value-added by NACE-4 digits and size classes. Simulation replicates = 10000.

<table>
<thead>
<tr>
<th>Sector of Activities</th>
<th>SBS ad-hoc</th>
<th>modified HL (1% precision)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Industry</td>
<td>19350</td>
<td>19350</td>
</tr>
<tr>
<td>Sample size</td>
<td>6238</td>
<td><strong>3823</strong></td>
</tr>
<tr>
<td>Av. Variance of Estimates</td>
<td>660.61</td>
<td><strong>564.43</strong></td>
</tr>
<tr>
<td>Av. Bias of Estimates</td>
<td><strong>0.13</strong></td>
<td>0.92</td>
</tr>
<tr>
<td>Av. MSE of Estimates</td>
<td>660.61</td>
<td><strong>583.27</strong></td>
</tr>
</tbody>
</table>

### Table 2: Horvitz-Thompson estimator of total value-added by NACE-4 digits and size classes. Simulation replicates = 10000.

<table>
<thead>
<tr>
<th>Sector of Activities</th>
<th>SBS ad-hoc</th>
<th>modified HL (1% precision)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Construction</td>
<td>23205</td>
<td>23205</td>
</tr>
<tr>
<td>Sample size</td>
<td>4180</td>
<td><strong>2940</strong></td>
</tr>
<tr>
<td>Av. Variance of Estimates</td>
<td>16143.85</td>
<td><strong>8079.36</strong></td>
</tr>
<tr>
<td>Av. Bias of Estimates</td>
<td><strong>0.72</strong></td>
<td>0.58</td>
</tr>
<tr>
<td>Av. MSE of Estimates</td>
<td>16144.81</td>
<td><strong>8080.24</strong></td>
</tr>
</tbody>
</table>

### Table 3: Horvitz-Thompson estimator of total value-added by NACE-4 digits and size classes. Simulation replicates = 10000.

<table>
<thead>
<tr>
<th>Sector of Activities</th>
<th>SBS ad-hoc</th>
<th>modified HL (1% precision)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trade</td>
<td>52817</td>
<td>52817</td>
</tr>
<tr>
<td>Sample size</td>
<td>10540</td>
<td><strong>7531</strong></td>
</tr>
<tr>
<td>Av. Variance of Estimates</td>
<td>8718.24</td>
<td><strong>6981.26</strong></td>
</tr>
<tr>
<td>Av. Bias of Estimates</td>
<td><strong>0.46</strong></td>
<td>0.46</td>
</tr>
<tr>
<td>Av. MSE of Estimates</td>
<td>8718.72</td>
<td><strong>6981.80</strong></td>
</tr>
</tbody>
</table>

### Table 4: Horvitz-Thompson estimator of total value-added by NACE-4 digits and size classes. Simulation replicates = 10000.

<table>
<thead>
<tr>
<th>Sector of Activities</th>
<th>SBS ad-hoc</th>
<th>modified HL (1% precision)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Services</td>
<td>63186</td>
<td>63186</td>
</tr>
<tr>
<td>Sample size</td>
<td><strong>11054</strong></td>
<td>12678</td>
</tr>
<tr>
<td>Av. Variance of Estimates</td>
<td>10301.02</td>
<td><strong>4058.01</strong></td>
</tr>
<tr>
<td>Av. Bias of Estimates</td>
<td><strong>0.89</strong></td>
<td>1.15</td>
</tr>
<tr>
<td>Av. MSE of Estimates</td>
<td>10295.53</td>
<td><strong>4034.70</strong></td>
</tr>
</tbody>
</table>

### Table 5: Summary of results comparing estimates based on modified HL method versus SBS ad-hoc stratification.

<table>
<thead>
<tr>
<th>Sector of Activities</th>
<th>Sample reduction</th>
<th>Gain of precision (based on MSE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Industry</td>
<td>−39%</td>
<td>+12%</td>
</tr>
<tr>
<td>Construction</td>
<td>−30%</td>
<td>+50%</td>
</tr>
<tr>
<td>Trade</td>
<td>−29%</td>
<td>+20%</td>
</tr>
<tr>
<td>Services</td>
<td>+15%</td>
<td>+61%</td>
</tr>
</tbody>
</table>
algorithm (see Rivest, 2002) applied on annual turnover (source VAT) as auxiliary variable. Sample frequencies are obtained by Neyman allocation.

Robustness issues are considered to cope with errors frequently present in the VAT data.

A new method for constructing optimal sampling plans with respect to a group of survey variables is proposed. Such sampling plan is optimal in terms of minimizing the sample size required for a fixed relative precision level. The notion of Sampling Relative Efficiency is introduced and it plays the role of objective function in the optimization problem.

An empirical application to the sector of Construction as well as a simulation study illustrate the performance of the sampling strategy hereby proposed, showing clearly many advantages compared to the ad-hoc stratification currently used in surveys like SBS.

Further work is required for the numerical implementation of the multiple variable survey optimal stratification. The future steps in the project are also the construction of a criterion which selects a good combination of survey modules to submit to enterprises without burdening them too much and to retrieve a maximum of complete and coherent information at the same time.

For instance, one could measure the existing overlap between survey modules in terms of the universe and apply those rates to the sample selected in each stratum.

Other issues like the choice of the sampling algorithm and the implementation of a DEMO version of 6 surveys are also in the agenda for future work.
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