Abstract: This paper presents a new methodology for processing electronic transaction data and for calculating price indices, with the aim of reducing the differences across the methods used for different retailers and consumer goods in the Dutch CPI.

Meaningful price indices can only be computed for homogeneously defined products. GTINs (barcodes) contain the highest degree of homogeneity. However, their use may be hampered by the occurrence of so-called ‘relaunches’. This term refers to existing items that re-enter the stores with a new GTIN. The old and new GTINs need to be linked in order to capture possible price increases after relaunches. This may be achieved through retailers’ own product codes (Stock Keeping Units), or otherwise through item characteristics. A sensitivity analysis is proposed for selecting item attributes, which quantifies the additional impact of attributes on price change.

The new index method calculates price indices as a ratio of a turnover index and a weighted quantity index. The method is in fact the Geary-Khamis method applied to the time domain. Quantity weights of homogeneous products are calculated from prices and quantities of each month in the current year. The weights, which are used to calculate indices with respect to a fixed base month, are updated each month. The method does not lead to chain drift as the price indices coincide with a transitive version of the method at the end of each year. Comparisons with two weighting variants show that the results are robust.

The new methodology has replaced the current sample-based method in the CPI for mobile phones in January 2016. The paper concludes with future plans with the methodology for scanner data of different retailers.

JEL codes: C43, E31.

Keywords: CPI, scanner data, GTIN, relaunch, product homogeneity, chain drift, Geary-Khamis method.
1. Introduction

Scanner data have clear advantages over traditional survey data collection, notably because such data sets offer a better coverage of items sold and they contain complete transaction information (prices and quantities). In spite of their potential, scanner data are used by a small number of statistical agencies in their CPI, but the number is gradually increasing (1).

By scanner data we mean transaction data that specify turnover and numbers of items sold by GTIN (barcode). At the time of introduction in the Dutch CPI in 2002, scanner data involved two supermarket chains. In January 2010, the number of supermarket chains was extended to six, as part of a re-design of the CPI (de Haan (2006), van der Grient and de Haan (2010), de Haan and van der Grient (2011)). At present, scanner data of 10 supermarket chains are used and surveys are not carried out anymore for supermarkets since January 2013. Meanwhile, also scanner data from other retailers are used in the CPI (e.g., do-it-yourself stores). Other forms of electronic data containing both price and quantity information that are used in the CPI include data from travel agencies, for fuel prices and for mobile phones. More than 20% of the Dutch CPI is based on electronic transaction data (in terms of household expenditures of 2015).

Electronic transaction data sets offer possibilities of refining index methods compared with survey data. Expenditure shares can be used as weights at the most detailed product level and complete sets of sold GTINs can be processed instead of samples of items (2). With thousands of GTINs per retailer, the question is how to find efficient and satisfactory solutions. This has turned out to be a complex quest over the years, which is reflected in a range of different methods across retailers and consumer goods in the Dutch CPI (Walschots (2016)). The current method for supermarket scanner data processes ‘all’ GTINs (i.e., those that satisfy various filters), while the methods for other retailers still make use of samples of items.

As the search for new electronic data continues, the question was put forward whether a generic index method could be developed that is applicable to different types of consumer goods and services and that is capable of handling issues that are not resolved in a satisfactory way so far in current methods. One of these issues is the so-called relaunch problem. A ‘relaunch’ could be defined as a return to the stores of an existing item after undergoing changes, which typically concern packaging shape and formulation. The GTIN changes as well and the item may have a higher price than before the relaunch, which must be captured by a price index.

Section 2 gives a global outline of a new methodology for processing electronic transaction data. This section shows how the new methodology fits within the CPI system. The aim of the methodology is to process all GTINs, thus abandoning the traditional approach of selecting samples of products, and to have an index method that deals with assortment changes over time, that timely includes new products and that efficiently handles relaunches.

Sections 3 and 4 elaborate the essential components of the new methodology: product homogeneity and price index calculation. When relaunches occur, GTINs are not appropriate as unique identifiers of homogeneous products. Product homogeneity should then be achieved at a broader level, at which GTINs are combined into groups. Homogeneous products could be defined by combining GTINs that share the same set of characteristics. These have to be selected in some way. Section 3 describes and illustrates a method for this purpose.

Turnover and sold quantities of items are summed and used to calculate unit values for homogeneous products. These are subsequently combined into ‘quality-adjusted unit value indices’ (3). Until 2015, four countries were using scanner data in Europe (the Netherlands, Norway, Sweden, Switzerland). In April 2016, the number of countries had increased to seven (Belgium, Denmark and Iceland joined meanwhile).

(1) In this paper, the term ‘item’ and GTIN are used interchangeably.
('QU-indices') for ‘consumption segments’, which consist of comparable homogeneous products (e.g., a segment T-shirts with products that are described by different characteristics). The index method is described in Section 4.

The price index method uses prices and quantities of each month in the current year for calculating and monthly updating the adjustment factors of the quantities sold of each product (quantity weights). This means that relatively little information is used in the first months (two months in January, three in February, etc., with December as base month). In order to investigate the impact of this smaller amount of information, price indices are compared with a transitive version of the method that uses all 13 months for calculating the quantity weights. The results of an empirical study are presented in Section 5.2.

A second issue concerns the weighting scheme used for calculating the quantity weights of the products. The product prices of each month are deflated by the price indices and weighted according to the share of the quantities sold in a month. In international price comparisons, this method is known as the Geary-Khamis (GK) method. The GK-method has been the subject of criticism because of the ‘substitution bias’. When time is replaced by country, the product prices of large countries receive larger weights than those of smaller countries. If the larger countries exhibit higher prices, then a situation can arise that is felt to contradict with economic theories (consumers tend to buy more of some good when prices decrease). In order to gain some insight into the extent of the substitution bias in intertemporal comparisons, two versions of the QU-method with different weighting schemes are considered and compared with the QU-GK method. The results of an empirical study are presented in Section 5.3.

Section 6 summarises the first experiences with the methodology in the Dutch CPI for mobile phones. Final remarks are made in Section 7.

2. Outline of a new processing framework

The development of different methods for different retailers in the Dutch CPI has made the system increasingly complex over time. Different choices were made when a new data set was added to the production system. The current index method for supermarkets uses a monthly chained Jevons index for consumption segments. Different types of price and turnover filters are built within the Jevons index. Because of the equal weighting of GTINs (taken as homogeneous products), items with monthly turnover shares below a certain threshold are excluded. Old and new GTINs of relaunched items are not linked. A ‘dump price filter’ is applied to outgoing GTINs in order to limit downward biases of the index.

The methods for data of other retailers select samples of GTINs in order to have a better grip on relaunches. The method for do-it-yourself stores handles relaunches by manually replacing outgoing items by new ones. This method may be labour intensive during monthly production. The sample-based methods for a Dutch department store and for drugstores link GTINs automatically by making use of item characteristics.

Possibilities of developing a generic method have been studied in order to reduce the current methodological differences and issues in the Dutch CPI. These differences and issues cover three aspects: data processing, product homogeneity and price index calculation. The differences with regard to these aspects apply to consumption segments in the CPI. This is a product group level below the most detailed ECOICOP\(^ 4\) level at which CPI figures are published. Con-

Consumption segments are created in order to link GTINs to ECOICOP in an efficient way. Consumption segments are derived from the retailers’ own classification of GTINs (called ‘ESBAs’ in the Dutch CPI (5)).

Aggregation of price indices for consumption segments to higher levels is carried out with Laspeyres type methods for different scanner data sets, so the methods become uniform at ECOICOP and higher levels. This section sets the methodological targets for a generic methodology for consumption segments. The methods suggested for reaching these targets are described in the next two sections.

**Data processing**

The new methodology aims at processing all GTINs, thus abandoning the traditional idea of calculating price indices for a sample of goods. With regard to index calculation this implies that assortment changes are directly included and the use of price and turnover filters is limited to identifying extremes in the data, such as implausible price changes.

**Product homogeneity**

In principle, the GTIN level is the most detailed level of homogeneity. However, a less detailed level of product differentiation is pursued, since GTINs of relaunched items have to be linked. Two linking possibilities are described in Section 3. For example, GTINs in a consumption segment Men’s T-shirts can be combined when items have the same number of T-shirts per package, the same sleeve length, fabric and colour. These GTINs form a homogeneous product (Figure 1).

**Figure 1:** Nested product classifications, prices and price indices at different levels in the new methodology

<table>
<thead>
<tr>
<th>Product classification</th>
<th>Example</th>
<th>Price and price indices</th>
</tr>
</thead>
<tbody>
<tr>
<td>ECOICOP subclasses</td>
<td>ECOICOP Menswear</td>
<td>Laspeyres type indices</td>
</tr>
<tr>
<td><strong>Retailer’s ESBAs</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Consumption segments</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Homogenous products</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GTINs</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GTINs for men’s T-shirts</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Transaction prices</td>
<td></td>
<td></td>
</tr>
<tr>
<td>#items, fabric, colour, sleeve length</td>
<td>QU-indices</td>
<td>Unit values</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(5) ESBA stands for ‘Externe Scannerdata Berichtgever Aggregaat’, or ‘External Scanner data Retailer Aggregate’
Price index calculation

For each homogeneous product, a unit value is calculated by summing turnover and quantities sold over GTINs that belong to the same product. Unit values and quantities sold for homogeneous products are subsequently used to calculate a price index for each consumption segment. The QU-method is developed for this purpose, which is described in Section 4. This method is able to process all transactions, which means that it includes new products directly into the index. The new methodology is summarised in Figure 1.

3. Consumption segments and product homogeneity

In order to make choices about consumption segments and homogeneous products, statistical agencies require information about item characteristics and classifications used by retailers (ESBAs). Our experiences with electronic data sets show that this information may be supplied in varying formats by different retailers. For instance, the variables in drugstore scanner data are all contained in separate columns (Chessa (2013)). On the other hand, information about item characteristics is only contained in text strings of GTIN descriptions in scanner data of a Dutch department store.

The first example is clearly the preferred data format. The second example requires some form of text mining in order to retrieve and place information about item characteristics in separate columns. Text mining falls outside the scope of this paper and will therefore not be treated further (for details, see Chessa et al. (2015)).

Consumption segments consist of comparable homogeneous products. Different degrees of comparability can be chosen; for instance, different types of socks combined into one segment, or sports, thermal and walking socks as separate segments. We have decided to define consumption segments broadly (i.e., ‘men’s socks’ rather than ‘men’s sports socks’, ‘men’s thermal socks’ and so on). This results in fewer segments, which provides a more manageable system during monthly validation.

When consumption segments have been defined, the question is how to define homogeneous products. Before proceeding, we introduce the following terminology: by ‘characteristic’ of an item we refer to a specific value that an ‘attribute’ can take. For example, ‘white’ is a characteristic of a T-shirt that belongs to the attribute ‘colour’.

GTINs can be linked and combined into homogeneous products by using one of the following two approaches:

• Old and new GTINs can be matched through the retailer’s internal product codes or SKUs (Stock Keeping Units), which retailers use for their stock administration;

• If SKUs are not available, or cannot be used for some reason, then GTINs can be matched by making use of item characteristics.

SKUs provide direct GTIN matches. If SKUs are not available, then the question is which attributes should be selected for linking GTINs. Item characteristics may have to be extracted from GTIN descriptions, which may be time consuming. Such data sets require maintenance of lists of keywords for identifying characteristics, for example, for new items and because retailers can modify the coding of a characteristic in a text string. Not all attributes may be equally important
to product homogeneity, so it is useful to find out whether a subset of item attributes suffices to describe a price index to some degree of accuracy (to be defined).

The traditional work of the consumer analyst, which involves setting up product descriptions for surveys, is combined with a sensitivity analysis that quantifies the impact of attributes on a price index. The suggested approach for selecting item attributes consists of the following steps:

1. For a given consumption segment, the consumer analyst selects an initial set of item attributes that (s)he finds to be relevant;
2. A price index is calculated for the consumption segment according to the method of Section 4. GTINs that share the characteristics chosen in step 1 are combined into the same product;
3. A sensitivity analysis is performed: an attribute that was not selected in step 1 is now added and the price index is re-calculated. If the price index changes ‘significantly’, then the attribute is added. This step can be repeated with other attributes. Attributes may also be omitted when their impact on the price index is negligible.

An example of a sensitivity analysis is given below. Historical scanner data of a Dutch department store from the period February 2009 until March 2013 are used for this purpose. The selection of item attributes is illustrated for men’s and ladies’ wear. These two ECOICOP categories are subdivided into four and eight consumption segments, respectively:

- Menswear: socks, underwear, T-shirts, and sweaters and pullovers;
- Ladies’ wear: socks, stockings, tights, nightwear, bras, underwear, T-shirts, and sweaters and pullovers.

The consumer analyst selected the following item attributes (step 1): type of garment, number of items in a package, fabric, seasonality (e.g., sleeve length) and colour. Some attributes only apply to specific consumption segments (e.g., seasonality applies to T-shirts, pullovers and tights, but not to nightwear and bras).

Price indices were calculated for products differentiated by the above list of attributes. The QU-index method of Section 4 was applied to each consumption segment. These price indices were subsequently aggregated to ECOICOP by calculating Laspeyres type indices, with the turnover shares of the consumption segments of the preceding year as weights.

The price indices for men’s and ladies’ wear are shown in Figure 2. The indices are compared to price indices based on unit value indices for the consumption segments (thus ignoring all attributes) and the price indices when selecting all attributes from the data. The price indices that are based on the attributes selected by the consumer analyst (dark blue lines in Figure 2) are found to be satisfactory. The differences with the price indices when all attributes would be selected (purple lines) are small at ECOICOP level and can be ignored at overall CPI level. The differences between the year-on-year price indices would affect the CPI by slightly more than 0.001 percentage point in 2010 and even less than 0.001 percentage point in 2011 and 2012. Fabric and colour could even be omitted without changing these findings.

The margin of accuracy mentioned is expected to hold for the entire assortment of the department store. Within the context of a revision programme, which may involve different retailers, a margin of 0.001 percentage point per retailer is more than acceptable. In a situation with, say, five retailers, a margin of 0.01 percentage point per retailer could be set. The impact of unselected attributes over the five retailers together would not become visible at CPI level,
since figures are published up to the tenth percentage point. These ideas could serve as a guideline of how the problem of attribute selection may be dealt with in practice. Not only when it comes to defining products before introducing a new method into the CPI, but also when monitoring attributes during production. Experience has to be gained with these issues from this year onward in the Dutch CPI.

**Figure 2**: Price indices for men’s and ladies’ wear of a department store, compared with unit value based indices (no attributes selected for consumption segments) and price indices when all attributes are selected (Feb 2009 = 100)

If SKUs are not available and if information on item characteristics is limited to a few attributes (⁶), then GTINs could be taken as homogeneous products in specific situations (stable assortments, no relaunches). Figure 3 shows the QU-index with GTINs as products for restaurant services of the department store. SKUs are not available. Three attributes were derived with some effort from the short GTIN descriptions (type of meal or drink, size and taste). The price index with GTINs as products shows a behaviour that is comparable with the price index for products that are characterised by the three attributes. This is an example of a stable assortment, so there is no issue with choosing GTINs as products in this case.

The graph on the right-hand side of Figure 3 shows the two price indices for girls’ dresses. The price indices differ considerably. The collection is renewed each year. New items with the same characteristics enter the store at high introduction prices, which rapidly decrease in subsequent months. This explains why the index for GTINs as products shows a fast decline (it gets close to zero in about three years’ time). SKUs are not available, so the only option was to match GTINs through item characteristics (type of dress, fabric and colour; size and type of fit do not affect the index). The resulting price index shows a more plausible behaviour, which exhibits a seasonal pattern.

(⁶) Limited information about item characteristics could be complemented by making use of web scrapers. Web scraped prices and information about item characteristics are currently used for clothing stores in the Dutch CPI (Griffioen and ten Bosch, 2016), but are not (yet) combined with scanner data.
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Figure 3: QU-indices for a restaurant and for girls’ dresses of a Dutch department store, for two choices of product differentiation
(Feb 2009 = 100)

Source: Author’s calculations

4. An index method for consumption segments

4.1. Price index formula

Once consumption segments and the homogeneous products in each segment have been defined, the question is which price indices could be computed. The following aspects were considered in our choice of index method:

- Since the aim is to process complete sets of electronic transaction data, new products should be incorporated into the index calculations during the current month instead of waiting until the next base month;
- The method must be free of chain drift;
- The price index simplifies to a unit value index for homogeneous consumption segments.

This section only presents the general form of the index formula. Specific choices on the quantity weights $v_i$ in expression (1) below have to be made in order to handle the above first two points. These will be described in sections 4.2 and 4.3 and will be illustrated with examples in sections 5.1 and 5.2. The third point follows as a corollary, as will be argued later in the present section.
We introduce the following notation. Let $G_0$ and $G_t$ denote sets of homogeneous products for some consumption segment $G$ in months 0 and $t$. The sets of homogeneous products in months 0 and $t$ may be different. Let $p_{i,t}$ and $q_{i,t}$ denote the prices and quantities sold for product $i \in G_t$, respectively, in month $t$ (7).

We denote the price index in month $t$ with respect to, say, a base month 0 by $P_t$. The following formula is proposed for calculating price indices:

\[
(1) \quad P_t = \frac{\sum_{i \in G_t} p_{i,t} q_{i,t}}{\sum_{i \in G_0} p_{i,0} q_{i,0}}
\]

The numerator is a turnover index, while the denominator is a weighted quantity index. The quantity weights $v_i$ are the only unknown factors in formula (1). Choices concerning the definition and calculation of the $v_i$ are described in sections 4.2 and 4.3.

Price index formula (1) can be written in the following compact form:

\[
(2) \quad P_t = \frac{\bar{p}_t}{\bar{v}_t} / \frac{\bar{p}_0}{\bar{v}_0}
\]

where $\bar{p}_t$ and $\bar{v}_t$ denote weighted arithmetic averages of the prices and the $v_i$, respectively, over the set of products in month $t$, that is,

\[
(3) \quad \bar{p}_t = \frac{\sum_{i \in G_t} p_{i,t} q_{i,t}}{\sum_{i \in G_t} q_{i,t}}
\]

\[
(4) \quad \bar{v}_t = \frac{\sum_{i \in G_t} v_i q_{i,t}}{\sum_{i \in G_t} q_{i,t}}
\]

If a consumption segment is homogeneous, then product quantities are summed (equal $v_i$ for all products) so that (1) simplifies to a unit value index, which is the numerator of (2). If consumption segments are not homogeneous, then the unit value index must be adjusted. The adjustment term is the denominator of (2). This term captures shifts in consumption patterns among different products between two months. A shift towards products with higher quantity weights (i.e., more expensive, higher quality products) increases the denominator of (2), which has a complementary downward effect on the price index. We call index (1)-(2) a ‘quality adjusted unit value index’ (QU-index). Such methods have been studied and suggested previously in the price index literature (Silver (2010), von Auer (2014)).

4.2. Definition of the quantity weights

Formula (1) can be considered as a family of price indices. Different choices for the $v_i$ lead to different price index formulas, which also include well-known bilateral indices. For instance, if we set the $v_i$ equal to the product prices from the current month $t$, then (1) simplifies to a Laspeyres index. If the $v_i$ are set equal to the prices in the base month 0, then (1) turns into a Paasche price index.

(7) A different notation is used in this paper from the commonly accepted notation of time as a superscript in prices, quantities and indices. In this paper, preference is given to the notation of both product and time indices as subscripts. This was done in order to reserve the superscript for other purposes (see Chessa (2015), Section 3).
Bilateral indices have several shortcomings. Monthly chained indices are not able to deal with price changes for products that are temporarily unavailable, while direct indices cannot include new products until the next base month, unless prices are imputed. However, price imputations are not needed when the product prices from each month in the current year are included in the $v_i$. This allows us to directly compute quantity weights for both existing and new products. We define the $v_i$ by including the product prices and quantities from each month in the current year and the base month December of the previous year (i.e., for 13 months) \(^{(*)}\). We define $v_i$ for product $i$ as follows:

\[
(5) \ v_i = \sum_{z=0}^{12} \varphi_{i,z} \frac{p_{i,z}}{p_z},
\]

where

\[
(6) \ \varphi_{i,z} = \frac{q_{i,z}}{\sum_{s=0}^{12} q_{i,s}}
\]

denotes the share of month $z$ in the total amount of quantities sold for product $i$ over the 13 months. The $v_i$ are defined as a weighted average of deflated prices. Price change is thus removed from the product prices in order to yield weights $v_i$ in the weighted quantity index of (1). Notice that price index (1) is transitive. However, in practice we can use prices and quantities of all 13 months only in the final month of a year, so that some updating method is needed for computing the $v_i$ each month. Such a method is suggested in Section 4.3.

The index method described by formulas (1), (5) and (6) is known as the Geary-Khamis (GK) method in international price comparisons, with time replaced by country (Geary (1958), Khamis (1972), Balk (1996, 2001, 2012)). We denote the QU-method with choices (5) and (6) for the quantity weights by the ‘QU-GK method’. The GK-method has been the subject of debates in the literature concerning substitution effects, to which we will return in Section 5.3.

### 4.3. Computation of price indices in practice

As was pointed out in the previous section, it is not possible in practice to fix the quantity weights at the same values each month when the product prices and quantities from each month in the current year are used to compute the $v_i$. This raises the question how the quantity weights could be updated each month, such that the resulting indices give good approximations of the transitive index of Section 4.2. We refer to the transitive index as the ‘benchmark index’. The index with monthly updated quantity weights is called ‘real time index’.

Different methods exist for updating the quantity weights. Krsinich (2014) suggests a rolling 13-month window, which is used to calculate chained year-on-year indices each month. However, this method has given quite volatile and biased results (Chessa (2015)). We propose the following approach for calculating real time price indices:

- A time window is used with December of the previous year as fixed base month. The first window consists of the base month and January of the present year. The window is enlarged each month with the current month;

\(^{(*)}\) Periods of 13 months are preferred to periods with other lengths, as was argued in Chessa (2015).
• The $v_i$ are updated with product prices and quantities of the current month;
• The price index of the current month is calculated with respect to the base month, by making use of the updated $v_i$;
• The above three steps are repeated until December of the current year;
• The base month is shifted to December of the current year and the above procedure is repeated in the subsequent year. The 13-month indices of each year are chained to the index of December of the previous year.

The third point ensures that the benchmark and real time indices are equal at the end of each year, so that real time indices are free of chain drift as well. This is an essential property of the method. The question is how the two price indices compare in previous months. This will be investigated in Section 5.2 for the Dutch department store.

We now describe a method for calculating the price index of a current month $t$. Price indices cannot be calculated directly, since the $v_i$ depend on the price indices. We propose a method that is easy to implement, which follows an iterative scheme:

1. Choose initial values $P_z$ for the price indices from base month 0 up to month $t \geq z \geq 0$, with $P_0 = 1$,
2. Calculate the $v_i$ for each product sold between the base month and month $t$ by making use of product prices and quantities up to month $t$:
   \[
   v_i = \sum_{z=0}^{t} \phi_{i,z} \frac{p_{i,z}}{P_z},
   \]
   where
   \[
   \phi_{i,z} = \frac{q_{i,z}}{\sum_{s=0}^{z} q_{i,s}};
   \]
3. Substitute the $v_i$ obtained in step 2 into expression (1) and calculate updated price indices up to month $t$;
4. Repeat steps 2 and 3 until the differences between the price indices obtained in the last two iterations are ‘small’, according to some pre-defined difference measure.

We conclude with the following remarks:
• The initial indices in step 1 can be chosen arbitrarily. But computation times can be reduced by choosing a constructive approach. A method for calculating initial indices is described in Chessa (2015), which has given very good approximations of the transitive benchmark indices;
• The above algorithm converges to a unique solution. Such a solution exists under mild conditions (Khamis (1972), p. 101)\(^{(9)}\);
• The price indices of all previous months are re-calculated. However, the price indices of previous months cannot be revised in the CPI (apart from exceptional cases). This means that

\(^{(9)}\) Translated into CPI practice, this boils down to checking each month whether a product exists that has been sold both in the current month and in one of the previous months. If this is not the case, then the price index of the consumption segment will be imputed in the current month (e.g., from the corresponding ECOICOP).
only the price index for the current month will be retained from the calculations, which itself will not be modified in successive months.

5. Results and discussion of some issues

5.1. Contribution of new products

One of the targets in the quest for a more generic index method is the processing of complete data sets. This involves direct inclusion of new products into the index calculations. This section gives an example that shows the extent to which new products may contribute to a price index. QU-GK indices are compared to a direct bilateral index, in which new products are included only in next year’s base month.

The bilateral index follows from the QU-GK index with the \( v \) calculated from prices and quantities of the base month 0 (December of each year) and current month \( t \). Solving (1), (5) and (6) gives the following expression:

\[
(9) \quad p_t = \frac{\sum_{i \in G_0} p_{i,0} h(q_{i,0}, q_{i,t})}{\sum_{i \in G_0} p_{i,0} h(q_{i,0}, q_{i,t})},
\]

where \( h \) is the harmonic mean of the quantities sold in the two months (see also Khamis (1972), p. 102).

**Figure 4.** Real time QU-GK indices compared with direct bilateral index (9) for men’s socks and T-shirts, based on scanner data of a department store (Feb. 2009 = 100)

Source: Author’s calculations
Figure 4 compares the QU-GK index with direct index (9) for men’s socks and T-shirts (10). The results show large differences for T-shirts. The direct index does not capture the contribution from new products to price change in the year of introduction into the assortment. New types of T-shirts, made of organic cotton, were introduced in 2010 at high initial prices, which started to decrease after a few months. This price decrease is captured by the QU-GK index. The direct index only evidences the price behaviour of the existing part of the assortment, which, in contrast to the new items, mainly shows a price increase in 2010.

The examples show that it is important to have an index method in which not only existing items enter the calculations, but in which also new items are timely included. This means that the \( \gamma \) should be calculated for new products as soon as these appear in an assortment (11).

5.2. Comparisons with the transitive benchmark index

Price indices for consumption segments are calculated according to the algorithm in Section 4.3, which computes real time indices. The resulting indices are free of chain drift by construction, as they are equal to the transitive benchmark indices at the end of each year. The question is how the two indices compare throughout a year.

Real time and benchmark indices were calculated for a large sample from the scanner data of the Dutch department store, which covers almost 60 per cent of the total 4-year turnover in the period February 2009–March 2013. Seven ECOICOP groups were included in the comparison: food and non-alcoholic beverages, menswear, ladies’ wear, children and baby clothing, household textiles, products for personal care, and restaurants. QU-GK indices were calculated for each consumption segment in the seven groups, which were aggregated to ECOICOP and overall indices according to Laspeyres type indices, with turnover shares from the preceding year as weights.

The overall price indices are shown in Figure 5, that is, for the seven groups combined. The differences throughout the 4-year period are small. The year-on-year indices differ by one to several tenths of a percentage point. Averaged over the whole 4-year period, the price indices are equal up to the tenth percentage point.

The differences at ECOICOP level are small as well. For 6 out of 28 cases (7 groups times 4 years), year-on-year differences were larger than 0.5 percentage point. Figure 6 shows both price indices for men’s and ladies’ wear, which are the groups with the largest differences. But also in these two examples the real time and benchmark indices show small differences. The figures evidence only some local differences, which mainly occur in the first months of a year. Real time indices are calculated with price and quantity data from a few months in these situations, which explains the larger differences found in the first months of some years. However, these differences practically disappear at overall level (Figure 5).

(10) The results for T-shirts differ from those in Chessa (2015) and Chessa et al. (2015), since a subset of the data was used in the cited papers. However, the findings are the same as in the present study.

(11) However, note that new products contribute to the index from the second month in which they are sold.
Figure 5. Real time and transitive benchmark indices for seven ECOICOP groups combined for a Dutch department store (Feb. 2009 = 100)

Source: Author’s calculations

Figure 6. Real time and benchmark indices for men’s and ladies’ wear for a department store (Feb. 2009 = 100)

Source: Author’s calculations
5.3. The impact of weighting in the quantity weights

The GK-method has been the subject of some debate because of the use of quantity shares as weights in the $v_i$. International reference prices of commodities (i.e. the $v_i$ with time replaced by country) will be influenced most by the prices of larger countries. If the larger countries exhibit higher prices than the other countries in the comparison, then the reference prices are felt to contradict with economic theory, as consumers tend to buy more of some good when prices decrease (Balk (1996), Hill (1997), Diewert (2011)). This so-called ‘substitution bias’ is considered to be a potential problem for all average price methods.

The question is to what extent this bias plays a role in the time domain. This section presents an empirical study, which is aimed at quantifying the impact of different weighting schemes in the quantity weights on the price index (12). The QU-GK method is compared with two variants of the QU-method:

- In the first variant, the deflated prices are weighted according to a month’s share in the sum of turnover shares of a product over different months. We refer to this variant as the ‘QU-TS method’;
- In the second variant, each month receives equal weight. This variant will be referred to as the ‘QU-EW method’.

The first variant was proposed by Hill (2000) as an alternative to the GK-method in international price comparisons. If we denote the turnover share of product $i$ in month $t$ by $w_{i,t}$, then the weights of the deflated prices in the $v_i$ become:

$$\phi_{i,z} = \frac{w_{i,t}}{\sum_{s=0}^{t} w_{i,s}},$$

where $t \geq z \geq 0$ denotes the current month. Expression (10) is used in the calculation of real time indices, which replaces expression (8) in the algorithm of Section 4.3 (13).

The second variant applies the following weighting in the $v_i$:

$$\phi_{i,z} = \frac{\delta_{i,z}}{\sum_{s=0}^{z} \delta_{i,s}}$$

where $\delta_{i,z} = 1$ if $q_{i,t} > 0$, and $\delta_{i,s} = 0$ otherwise. In other words, deflated prices in months with sales receive the same weight.

At first sight, it might seem odd to ignore the actual sales figures in the quantity weights and only include the information whether a product has been sold or not in a month. However, a deeper analysis shows that weighting scheme (11) leads to an interesting variant of the QU-method: under certain conditions, the price index in the bilateral case is equal to the Fisher index (14). For this observation alone it is interesting to include the second variant in the comparison. But also because weighting scheme (11) may lead to completely different weights compared to

(12) Chessa (2015) investigated non-linear forms for the $v_i$. The price indices hardly differ from the QU-GK method.
(13) It should be noted that summing turnover shares over different time periods is not allowed from the viewpoint of the theory of measurement scales. Shares in different periods represent measurements from ratio scales with different scaling factors. The first variant is included in the comparison because it has been suggested as an alternative to the GK-method in PPP-studies. Turnover share based weighting is also used in other multilateral price index methods, like the time product dummy index.
(14) This holds in the situation where the turnover share of matched products is the same in both months, and in the case where the prices of all unmatched products are imputed. The general expression of the index formula is more complex. Details are left out in this study.
pared to (8). The question then is to what extent the differences between schemes (8) and (11) affect the price indices.

Real time price indices were computed for both variants according to the algorithm of Section 4.3, which are compared below with the QU-GK method. The same data as in Section 5.2 were used. It must be stressed that a threshold was applied in the QU-EW method. This was done in order to prevent out-of-season prices and dump prices of outgoing GTINs to receive disproportionately large weights compared with the usually very low sales. However, a very mild threshold was set: prices were excluded from the index calculations if quantities sold decrease more than 90 per cent with respect to ‘regular sales’ (quantities sold averaged over past months in which the threshold is satisfied).

**Figure 7.** Overall price indices for the three QU-methods for a department store (Feb. 2009 = 100)

![Graph showing price indices for different methods](image)

Source: Author’s calculations

Figure 7 shows the real time indices for the three QU-methods for the Dutch department store, for the seven ECOICOP groups combined. The three price indices can hardly be distinguished. The QU-EW index lies remarkably close to the QU-GK index. The year-on-year QU-GK indices are 0.25 percentage point higher on average. The differences between the QU-GK and the QU-TS indices are 0.1 percentage point smaller on average.

The differences for the underlying seven ECOICOP groups are small as well. The largest differences are found for clothing. Figure 8 shows the three price indices for menswear and ladies’ wear. The differences between the year-on-year indices lie within 0.5 percentage point in most years.

Although the comparative study in this section is empirical, it is important to emphasise the small differences found between the QU-GK method and the two variants. The results show that the substitution bias, if present at all, is very small, not only at overall level, but also for the ECOICOP groups. The differences at consumption segment level are somewhat larger, but are small at this most detailed level as well.
6. First experiences in the Dutch CPI

The methodology has been implemented last year and has been tested on scanner data of a department store and on electronic transaction data of mobile phones. A summary of different research and test phases for the department store data, from text mining and attribute selection to index calculation and validation of the results, is described in Chessa et al. (2015).

The methodology is part of the CPI for mobile phones since January 2016. This section gives a summary of different process stages, from data analysis and attribute selection until price index calculation.

Data analysis

Each month, Statistics Netherlands receives transaction data on mobile phones from market research company GfK. The data analysed cover the period December 2013 until December 2015. For every device, the data include transaction prices, numbers of devices sold and information on item attributes, either as a separate variable or contained in the item description. All variables were reported for each device in every month. Outliers were not detected among prices of devices. A number of potentially relevant item attributes are not included in the data, amongst which all processor characteristics (e.g., speed, number of cores), working memory and screen resolution.

Source: Author’s calculations
Attribute selection and homogeneous products

Additional attributes were collected from a web site for a smaller set of 70 devices, which together cover about 75% of the 2-year turnover. The attributes were analysed by applying a sensitivity analysis as described in Section 3. The first step in this analysis was to quantify the impact of each attribute separately on the unit value index. Next, the most influential attribute was selected and others were added in order to quantify their additional contribution to the year-on-year index. Five attributes completely determine the index. Most attributes seem to be correlated, in the sense that, for instance, devices with a higher screen resolution usually have a more powerful processor.

From the set of 5 attributes, Near Field Communication was left out since paying by smartphone is still in a pilot phase in the Netherlands. This may change in the coming years, in which case NFC could be added as a relevant attribute. Long Term Evolution (LTE/4G) adds less than 0.01 percentage point to the year-on-year index, so that LTE was omitted as well. Moreover, the majority of the smartphones is currently equipped with LTE. This share is still growing, so we do not expect this attribute to contribute much to product differentiation.

Three attributes were eventually selected: brand, internal storage capacity and ‘performance’. The latter is measured by a benchmark test score (\(15\), which indicates how different components of a device act together when performing CPU and GPU tasks (processor type/model, number of cores, working memory). Benchmark scores are obviously not included in the data, so we collected scores from the internet. This has been done for more than 130 devices, which cover 88 per cent of the total 2-year turnover. Benchmark scores are subdivided into three performance segments (high, medium and lower performing devices). Refinements to 4 or 5 segments did not affect the price index significantly.

Price index

Mobile phones are defined as a consumption segment, but are also an ECOICOP subclass in the CPI. Mobile phones are differentiated into homogeneous products according to the three attributes mentioned above. An example of a product is a high performance, 16GB storage Apple product. This product contains the iPhones 5s, 6 and 6s. Another example is a medium performance, 16GB storage Samsung product, which contains the devices Galaxy S5 Mini, S3 and S4.

Figure 9 shows the real time QU-GK index for mobile phones, which is compared with the unit value index. The unit value index strongly deviates from the price index. Its volatile behaviour can be explained to a large extent by the introduction of new high-end devices. For instance, the introduction of the iPhone 6 in October 2014 and the iPhone 6s in October 2015 can be easily singled out. The price index lies above the unit value index before the introduction of the iPhone 6. This means that the consumption pattern initially shifted towards devices of lower quality. The introduction of the iPhones 6 and 6s attracted many consumers, which led to shifts towards higher quality devices. The quality-adjustment term of the QU-index, that is, the denominator of expression (2), can be used to quantify these shifts. The quality-adjustment term becomes greater than 1 in October 2014 and increases afterwards, as can be seen as well in Figure 9.

In order to carry out the monthly index calculations, benchmark scores for new devices have to be collected first (this requires a small amount of time). In addition to this, the set of attributes

\[15\] The benchmark Geekbench is used, which is developed by Primate Labs. Geekbench is widely used for testing smartphones and notebooks, and test scores are reported in reviews. Benchmark scores can be found on https://www.primalabs.com/ and http://www.notebookcheck.net/
needs to be monitored. The intention is to do this twice a year. Attributes that were not selected might become relevant. Technological developments may lead to the need to include new attributes. The approach described in Section 3 will be applied for this purpose.

**Figure 9.** QU-GK index for mobile phones compared with the unit value index (Dec. 2013 = 100)

7. Final remarks

The differences across index methods that make use of electronic data in the Dutch CPI, in conjunction with the increased use of such data, motivated a search towards a more generic index method. To this end, a methodology for characterising homogeneous products and for calculating price indices has been developed. The question whether the methodology can be applied to data sets of different retailers and consumer goods can be answered in a positive way.

The methodology allows to process complete data sets, without applying turnover or dump price filters, irrespective of retailer and type of consumer good. The methodology has been applied to a broad range of consumer goods, which include the broad assortment of a department store, mobile phones, items sold by do-it-yourself (DIY) stores and drugstores.

The QU-method makes it possible to include new items into the index calculations as soon as items are introduced into an assortment. This is a desirable property, since postponing the inclusion of new items until the next base month may have a big impact on a price index (Section 5.1). The quantity weights are exclusively based on consumption patterns of the current year. This is a major difference and contribution compared to traditional methods.

The quantity weights are updated every month, so that the weights are time dependent. However, the resulting real time price indices are free of chain drift by construction. The differences with transitive benchmark indices appear to be very small throughout the year and vanish at the end of each year. The smaller amount of price and quantity information in the first months
of a year does not seem to be an issue. Also a recent study hardly showed any difference between the real time and benchmark indices for drugstore scanner data (Chessa (forthcoming)). The index method of Section 4.3 thus seems to be an adequate updating method.

The empirical study of Section 5.3 suggests that the possible impact of the substitution bias is very small or can even be ignored (see also Chessa (forthcoming)). One of the two variants of the QU-GK method turned out to be very interesting, which is the one with equal weights applied to the deflated prices. The price indices for this variant show small differences with the QU-GK indices. This is an intriguing result, which deserves further study.

The comparable results obtained for the equal weights variant may reveal to be a very useful finding in view of the rapidly increasing popularity of using web scraped internet prices in price index methods (Griffioen and ten Bosch, 2016), because quantities sold are not available. This makes the QU-EW variant an interesting method for future studies with internet prices.

Application of the QU-GK method to the department store scanner data in the CPI is expected to be realised within several months. Application of the methodology to other scanner data sets is being investigated, in particular for DIY-stores. A test data set containing SKUs and information about additional attributes for paint and electrical equipment has been analysed. The use of SKUs for linking GTINs looks promising.

A study that compares the QU-GK method with the current method for supermarket scanner data and a comparative study that involves different methods for consumer electronics are planned at a later stage. These studies are part of a 4-year research programme at Statistics Netherlands (de Haan et al. (2016)).

Acknowledgments

The author wants to thank two anonymous reviewers for their valuable comments and his colleagues at Statistics Netherlands for the many discussions. The views expressed in this paper are those of the author and do not necessarily reflect the policies of Statistics Netherlands.

References


