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1. INTRODUCTION

There are over 100 billion searches on Google every month. [1] Could data from Google searches help to predict the unemployment rate in Finland?

Predicting the present and the near future is of interest, as the official records of the state of the economy are published with a delay. Furthermore, the data are subject to revisions, sampling variation, and measurement error. It would be helpful to have more timely information on unemployment, especially during an economic crisis. From a policy perspective, more accurate knowledge could inform better decisions that might help to reduce the unemployment.

Data on Google searches are publicly available in real-time. Real-time information might help to nowcast the present unemployment rate, which is uncertain. Furthermore, Google search queries might be associated with the future expectations and thus help to forecast the future unemployment.

To answer these questions, this paper compares a simple univariate autoregressive model of unemployment to a model that contains a variable, Google Index, formed from Google data. In addition, cross-correlation analysis and Granger non-causality tests are performed. Furthermore, to study the robustness of the results, I explore the sensitivity of the findings to the selected search terms. The Google Index is constructed from the Google data using approximately 2 million [2] search queries that are related to search for unemployment benefits. The underlying idea is that Google searches in these topics might be related to actual filings for unemployment benefits. Moreover, the Internet plays an important role in the labor market [3–5]. That is why Google searches might be able to offer information especially on the unemployment rate. To be clear, I do not claim any clear causality in this paper. However, Google searches might offer a signal on the future unemployment rate. A new data set could also offer new insights on the unemployment.

Previous literature suggests that Google searches could be useful in predicting the unemployment rate in Germany [6], the United Kingdom [7], the United States [8], and predicting the initial claims for unemployment in the United States [9]. This paper offers an extensive review of the literature on forecasting with Internet search data. In summary, the previous studies on Internet searches hint that the variation in volumes of Internet search terms could reveal intentions or sentiment of the population that uses the Internet. However, the topic is still relatively little studied. Previous results serve as a motivation to study further the possibility to use Google searches for predicting the unemployment rate, in this case in Finland. This is the first paper to use Google data to study the Finnish economy.
2. METHODS

The primary data sources for this paper are Google Trends database by Google Inc. and the Labor Force Survey published by the Statistics Finland. Google Trends measures the incidence of specific search terms on Google compared to other searches terms. To my knowledge, this is the first paper that additionally provides statistics on the actual search volumes on Google. Although there have been efforts to use the data on Google searches in economic research, the Google data has not been well documented. This paper fills this gap by offering a careful documentation and a discussion on the Google data.

This paper uses an extended version of the methods initially suggested by Choi and Varian [9] and Goel et al. [10] to find out whether Google searches predict the unemployment rate in Finland. In summary, I construct a one single Google Index that will simultaneously describe the evolution of several search terms that are related to unemployment, such as “unemployment benefits”. Figure 1 describes the evolution of Google Index and the unemployment rate 2004–2014. The search terms are selected based on prior knowledge of the labor market. Google Index is available in real time, while the unemployment rate is only available after the end of each month. This gives the Google data a meaningful forecasting lead.
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**Figure 1. Evolution of Google Index and the unemployment rate in Finland 2004–2014. Source: Statistics Finland and Google Trends.**

I apply standard ARIMA model selection procedures and select seasonal AR(1) model as a benchmark for predicting the unemployment rate. Then I add the most recent value of Google Index to the model as an additional predictor. Finally I compare the properties of the two models. In specific, I study how the out-of-sample forecasts improve, measured by mean absolute error using a rolling window forecast. For each prediction I compare dynamic forecasts that contain the most recent information available at the date of prediction. I study particularly the turning points since they are hardest to forecast. Last I run Granger non-causality tests and study the cross-correlation function.

One concern would be that the results were very sensitive to the choice of the set of search terms. I explore this sensitivity by estimating the models with different search terms.
3. Results

The results tell that a simple time series model extended with Google data predicts the unemployment rate better than the same model without data on Google search volumes.

Table 1 summarizes the out-of-sample nowcasting and forecasting accuracy of the benchmark (0.0) and the extended models. Compared to a simple benchmark, Google search queries improve the prediction of the present by 10% measured by mean absolute error. Moreover, predictions using search terms perform 39% better over the benchmark for near future unemployment 3 months ahead. The paper also suggests that Google search queries tend to improve the prediction accuracy around turning points.

Table 1. Nowcasting and forecasting accuracy of the benchmark and the extended models.

<table>
<thead>
<tr>
<th></th>
<th>Model</th>
<th>MAE</th>
<th>Δ</th>
</tr>
</thead>
<tbody>
<tr>
<td>t</td>
<td>(0.0)</td>
<td>7.8%</td>
<td>10.0%</td>
</tr>
<tr>
<td></td>
<td>(1.0)</td>
<td>7.0%</td>
<td></td>
</tr>
<tr>
<td>t+1</td>
<td>(0.0)</td>
<td>9.3%</td>
<td>16.9%</td>
</tr>
<tr>
<td></td>
<td>(1.1)</td>
<td>7.7%</td>
<td></td>
</tr>
<tr>
<td>t+2</td>
<td>(0.0)</td>
<td>10.5%</td>
<td>32.9%</td>
</tr>
<tr>
<td></td>
<td>(1.2)</td>
<td>7.0%</td>
<td></td>
</tr>
<tr>
<td>t+3</td>
<td>(0.0)</td>
<td>11.1%</td>
<td>39.2%</td>
</tr>
<tr>
<td></td>
<td>(1.3)</td>
<td>6.7%</td>
<td></td>
</tr>
<tr>
<td>t+4</td>
<td>(0.0)</td>
<td>11.3%</td>
<td>30.5%</td>
</tr>
<tr>
<td></td>
<td>(1.4)</td>
<td>7.7%</td>
<td></td>
</tr>
<tr>
<td>t+5</td>
<td>(0.0)</td>
<td>11.3%</td>
<td>25.3%</td>
</tr>
<tr>
<td></td>
<td>(1.5)</td>
<td>8.4%</td>
<td></td>
</tr>
<tr>
<td>t+6</td>
<td>(0.0)</td>
<td>11.4%</td>
<td>20.5%</td>
</tr>
<tr>
<td></td>
<td>(1.6)</td>
<td>9.0%</td>
<td></td>
</tr>
</tbody>
</table>

MAE = mean absolute error  
Δ = improvement in forecasting accuracy

The estimation results of the models support the findings. The coefficient of the present Google Index is statistically significant at 1% level and it has a positive sign, which means that the searches related to unemployment benefits are positively connected to the present unemployment rate. More to the point, the coefficient is 0.0056, which means that 1% increase in current search intensity is associated with 0.5% increase in current unemployment rate.

Extending the benchmark model with Google Trends data increases the coefficient of determination by 14.8% and decreases the values of both Akaike and Bayesian information criteria. These findings suggest that the Google searches offer useful information in explaining variation of the unemployment rate.

The correlation coefficient between monthly unemployment and Google Index is 0.87. I observe that the cross-correlation coefficients between present unemployment volumes and past Google searches appear to be larger than the coefficient of the opposite case. In other words, the Google Index presents a classic pattern of a leading indicator. According to the Granger non-causality test, Google searches offer useful information in predicting the unemployment rate. In contrast, the lagged values of unemployment rate do not seem to offer useful information in predicting the Google searches.
The results indicate that Google searches might offer genuinely new information on the unemployment that is not already included in the unemployment series itself. Robustness checks suggest that the results are not sensitive to the selected search terms.

4. CONCLUSIONS

I have found that a simple seasonal first-order autoregressive model, which includes relevant Google variables, tends to outperform models that exclude these predictors in predicting the unemployment rate in the short run. Moreover, joint analysis of the series suggests that the changes in Google searches, which are related to unemployment benefits, more often than not precede the changes the unemployment rate. The results are in line with the previous findings on Google searches and the unemployment [6–9].

As a result, the Research Institute of the Finnish Economy has launched a trial for a real-time forecast model ETLAnow that automatically predicts the unemployment rate for three months ahead using data from Google Trends and Statistics Finland, publishing the results every morning. Currently we are building a model that would predict the unemployment rate for each EU-28 country in real-time using big data.

The results suggest that Google searches could offer useful information for predicting the Finnish unemployment rate. The results also demonstrate that big data can be utilized to forecast official statistics.
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