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General section

1. Summary

Establishment surveys differ from household surveys. This fact is reflected in the different culture of questionnaire development, evaluation and testing. First of all, the response process is more complex than in household surveys. The extensive adaptation of cognitive methods in social questionnaire development and testing based on Tourangeau’s (1984) response process model, in the case of establishments, had to be enhanced by including new dimensions. The four step model, consisting of comprehension, retrieval, judgment and communication focuses on the individual. In the context of establishment surveys, however, the respondent is an informant selected within an organisation. Besides cognition, testing must also take into account the institutional frame, the need for cooperation, and the fact that required data items may be stored in business records. The non-existence of data in business records has to be taken into account as well.

Another consideration in the field of questionnaire testing is the specific nature of business surveys with their technical and intricate concepts and definitions; therefore, comprehension depends considerably on instructions. Closely connected with that and having its own consequences is the predominately self-administered data collection mode. There are other distinguishing features of the establishment population which pose a challenge for testing procedures. Among those are the longitudinal character of business surveys and the subsequent use of resulting data as inputs for other surveys. Yet another problem is a negative attitude to any changes in the questionnaires.

Nonetheless, the need for testing is beyond contention. This requirement is stated clearly in the Eurostat Code of Practice: “In the case of statistical surveys, questionnaires are systematically tested prior to the data collection”. Ongoing data collection instruments are also under scrutiny. The goals to achieve include the improvement of the quality of statistical output, the reduction of costs to the surveying agency and to respondents, a decrease in the scope of output variables, an increase in the use of administrative data (Giesen, 2005). The adoption of Computer Assisted Interviewing has prompted redesign efforts to explore new prospects in data collection. This has added a new level of complexity to questionnaire testing. One new dimension is usability testing, which is intended to assess if the testing tool is user friendly and whether the interaction with the computer is intuitive and simple for the respondent. The optimal approach to efficient testing requires the involvement of end users. This leads to a paradox: in an effort to improve the collection instrument and ease the response burden, another burden is imposed on respondents (Willimack, 2005). Adding more burden during the response process, which in itself is burdensome, can hardly meet with the respondent’s approval. It is, therefore, important that respondents should be aware of the goals of the testing procedure, which is intended to simplify and ease the response. When the aims of the procedure are clear, additional efforts can be received with a higher degree of approval. On the other hand, the iterative and longitudinal character of business surveys makes it possible to work out a systematic approach to improving the data collection instrument in a step-by-step procedure, which involves incorporating the testing and developing research into ongoing and repeated surveys. Instead of the usual practice of relying on post-collection activities to correct errors, a new paradigm is proposed, encouraging research on improving questionnaire design that leads to “error prevention rather than error correction” (Willimack et al., 2004).
A broad spectrum of recommended practices for developing and testing statistic questionnaires can be found in the Handbook of Recommended Practices for Questionnaire Development and Testing in the European Statistical System (2006). The Handbook adds valuable enhancement to the general subject of developing and testing questionnaires in statistical surveys. A detailed discussion of testing and evaluation questionnaires for establishment surveys can be found in Willimack (2013).

2. General description

2.1 Iterative itinerary

The development, testing and evaluation of questionnaires is part of a continuous process consisting of separate but linked stages along a continuum (Goldenberg et al., 2002). The process can be divided into 2 parts. The first part, including development and testing, and the second part, which comprises the assessment of measurement instruments after they have been used in the data collection process. The path goes through iterative steps, often going back and repeating the same cycle again. The starting point is to work out the survey goals. A draft questionnaire is a translation of concepts and definitions into questions and variables. Considering the precise and complex nature of concepts in establishment surveys the role of subject data experts cannot be neglected. The requirements and objectives of the survey should be combined with design aspects such as layout, technical constrains, instructions. A systematic approach requires guidelines in order to guarantee a consistent “look and feel” of the questionnaire. Draft versions have to be submitted to questionnaire design experts and subject data experts for reviewing. Data users should also play an active role in reviewing questionnaires because of the technical nature of the economic data and their stringency (Willimack et al., 2004). This stage is followed by the pretesting phase. Newly developed questionnaires require several rounds of pretesting. The pretesting process is limited by the costs and time. Beginning with internal staff testing, efficient testing should also involve end users. Findings from pretesting are the basis for further revisions. Ongoing surveys questionnaires can also be submitted for evaluation. The questionnaire may require a redesign to reduce costs, response burden, or change the data collection method. The testing and evaluation process should be based on the establishment response process model (Snijkers et al., 2005). The whole designing and redesigning process is iterative and open.

2.2 The response process model as a tool for testing the questionnaire

The module “Response – Response Process” provides a general discussion about response process models in business surveys. In this place the response process is referred only as the foundation for the cognitive approach to improve and evaluate questionnaires in statistical measurement. The knowledge of consecutive phases the respondent may go through starting from the decision to participate in a statistical survey to its successful completion can reduce the burden and, consequently diminish the measurement error. The response process in establishment surveys is more complex than in social surveys, which makes the matter even more important. Therefore, the response process can be a tool to evaluate the questionnaire and to find ways to improve it. An example of such an implementation can be found in a paper by Giesen (2007).

2.3 Pretesting

Pretesting involves applying testing techniques before the measuring instrument is used in the field in a survey operational stage.
2.3.1 **Cognitive pretesting**

Cognitive aspects of survey methodology (CASM) provided the basis for extending the interviewing process, typically understood as a way of eliciting answers to questionnaire questions, to a new field of exploration, namely survey questionnaire testing, in an attempt to reduce measurement error. Cognitive interviewing focuses on the individual who becomes “the subject” of research and on the response thought process which drives the response (Willis, 1999). The general response process model by Tourangeau (1984), who developed its conceptual theoretical framework, consists of four steps: comprehension – associated with question understanding, retrieval – recalling the required information from memory, judgment – decision about the adequacy of the response, reporting – mapping the response to question categories. Cognitive interviewing relies on two methods: think aloud, where the subject is instructed to verbalise the process of arriving at an answer, and verbal probing, where, after having answered the question the subject is “probed” to get to the bottom of the response process. These methods were adapted to social surveys where the respondent means an individual. Cognitive pretesting in establishments surveys derives from the same methods but contains significant differences. First, the response process is much more complex. The four cognitive steps are extended by including additional steps unique to the establishment culture (Sudman et al., 2000). The next important aspect is that required data are contained in business managerial systems, that is in business records, not in a person’s memory. Such data can be dispersed in various parts of a company and gathering them requires cooperation between many persons. The largely quantitative nature of data is another characteristic feature. Building a protocol for cognitive pretesting should take into account all those aspects. Cognitive interviews take place at business locations rather than in laboratory conditions (Goldenberg et al., 2002; Willimack, 2008) owing to respondents’ unwillingness to participate in interviews outside their workplace. What matters here as well is access to records. The process of filling the questionnaire by the respondent during a cognitive interview is complemented by assessing how business records match the required data items. The interview also focuses on the timeline of data requirements and data availability (Goldenberg et al., 2002). The complex nature of the response in business surveys requires the expansion of cognitive interviewing (Freedman and Rutchik, 2002), which consists of pre-survey design visits and cognitive testing of the questionnaire at a business location. Pre-survey design visits should test data availability, record keeping practices, the compatibility between the time data are available and the time they are submitted to a statistical agency, the need for data confidentiality. A data model and a draft questionnaire are then cognitively pretested. “Think aloud” interview cognitively tests questions, instructions and concepts used. The informal unstructured part is used to discuss business records and the questionnaire itself.

2.3.2 **Studies of business records**

The first step in Tourangeau’s response process model (1984), that is encoding in memory, has been complemented in the business response model by record formation step (Edwards and Cantor, 1991; Sudman et al., 2000). The step stresses the fact that required data are contained in business systems. This affects the further steps of the response process, such as the selection of the proper respondent with access to data records and the knowledge of those records. Survey questions might be comprehensible but the required data may not be available in business records (Willimack, 2008). Record studies in companies, conducted as pre-survey design visits, can be a useful tool to collect information about the availability of requiring data, the compatibility of record keeping practices with
data collection instruments or the burden connected with retrieving those data from managerial systems (Murlow et al., 2007). Interviewing has a cognitive background. Interviews conducted in the four subsequent stages evolve from initially being focused on the overall goals of the survey, such as concepts and definitions or organisational aspects, to aspects directly connected with records. Valuable findings from such studies provide the knowledge about many aspects of record keeping in establishments. The study by Murlow et al., showed that different data are kept in different places of an establishment and that different people have different degrees of access to company data. Since the confidentiality of company data is a crucial aspect, it is easier to get general information without looking into details. The awareness of many aspects of the survey, Research and Development Survey as a result of the study by Murlow et al., helps to rebuild the questionnaire structure. The results proved to be worth the costs and efforts.

2.3.3 Usability testing

The usability theory stresses cognitive emotional aspects of the communication process and establishes principles of how to make things easier to use. While in the case of the paper questionnaire only visual improvements are possible, electronic questionnaires can be tested not only to assess their visual aspect, but also the user interface – the interconnection between the user and the computer program – and its functionality.

The theoretical background and empirical studies provide guidelines for visual elements of the questionnaire, such as consistence in the use of colours, fonts, spaces for questions and answers, answer options. Draft screens or their paper specimens submitted for assessment can develop design standards. Usability principles and the design of questionnaires are combined in the form of heuristic reviewing principles. A suite of usability tests addresses such aspects as navigation, skip routes, data entry or error correction. A product is usually subject to internal testing, before undergoing site testing by actual respondents. On-site testing, such as observation, can be connected with other cognitive testing methods. The Internet collection mode enables the application of software that records the response process in a real environment. System data logs can store information about user practices and the amount of time spent on the work with the questionnaire. This can provide additional knowledge about the response process.

2.4 Field testing

Field testing differs from pretesting in that it is applied to data collection instruments after they have been used in an operational stage (i.e., when the data have been collected). However, the term is sometimes used interchangeably with pretesting. Field testing can take the form of pilot tests that can be run before the data collection phase or after data collection is complete. What differentiates them from pretests is the greater number of respondents taking part in tests; as a result, the sample scope permits statistical inference; another difference is the iterative character of pretests as opposed to a one-off administration of a pilot test (Willimack et al., 2004). Post-collection questionnaire assessment is also referred to as questionnaire evaluation (QE).

2.4.1 Pilot tests

For a new or a redesigned survey questionnaire, a formal pilot test is the final step seen as a “dress rehearsal” of the measurement instrument (Goldenberg et al., 2002). During this test, all the steps of
the data collection process can be assessed. Leaving the respondent alone with a self-administered questionnaire, without the presence of an interviewer, mirrors the real environment of the response process. Evaluation of a redesigned instrument can be conducted by addressing the pilot questionnaire to a subsample of the target population and using the old form with the rest of the sample (Tuttle et al., 2010). In this particular study the results were gathered by debriefing respondents completing the pilot form and from additional questions designed to assess respondents’ attitudes to the new questionnaire and by comparing it with the old one. A pilot questionnaire embedded in the final collection instrument is an opportunity to evaluate the proposed changes to the questionnaire (Willimack, 2008). This helps to avoid obstacles posed by traditional methods of improving questionnaires. For example, an additional question can be included to obtain an evaluation of how labour-intensive a questionnaire is (i.e., how much time is required to complete it).

2.4.2 Debriefing respondents

After the required data have been collected, the respondent is contacted one more time. The goal of such a contact is to acquire an assessment of the quality of the gathered data or to evaluate the questionnaire itself. Findings can help to improve the data collection instrument. There are formal and informal methods of conducting debriefings. Formal methods include response analysis surveys (RAS). Evaluations are conducted using structured questionnaires which contain questions about data sources and response strategies (Willimack et al., 2004). The feature that differentiates them from pretests is that contacted respondents are chosen from among original survey respondents and debriefings are done after data collection has been completed. This enables generalisations and in the case of ongoing surveys, allows future revisions (Goldenberg et al., 2002). The renewed contact can be performed in person, by telephone or by means of an evaluative questionnaire. Debriefings can also have an informal or ad hoc character. The purpose of a recontact is to get feedback from respondents on questions and questionnaire elements. Findings from a small sample of respondents can provide suggestions as to which elements of the questionnaire should be changed to address reported problems (Willimack et al., 2004). General issues concerning the response process can be addressed using unstructured interviews.

2.4.3 Debriefing survey staff

Survey operational personnel can be a valuable resource of knowledge about question-related problems. As intermediaries between respondents and the survey agency, offering help with questionnaire completion and recontacting respondents to resolve data item failures, they have the necessary knowledge to evaluate questionnaires and suggest potential revisions. Debriefing can be conducted both using formal methods, such as focus groups, or through informal methods (Goldenberg et al., 2002). One example of an informal method is observation of conversations between survey technical staff and respondents. Cognitive methods used in social surveys can be applied (Willimack et al., 2004). Data collection instruments can also be evaluated by data checking staff, who observe problems with data editing and who have direct contact with respondents. A cognitive debriefing session is a qualitative method of investigating problems with variables and reasons for problems (Hartwig, 2009). It involves an interview based upon a structured protocol which addresses the overall aspects of the survey and the questionnaire and its elements to improve the questionnaire or the design process. Unstructured discussions about experiences from field work can
also take place. At minimum costs, staff debriefings help to identify many problems and are the basis of long-term work on improving data collection instruments.

2.4.4 Post-collection data evaluation

The need for data comparability in long time series and their subsequent usefulness in constructing economic indicators limits the scope of changes that can be introduced in questionnaires and explains the general reluctance to any changes. Post collection data analysis is routinely conducted to assess data quality (Willimack et al., 2004). Measuring non-response to questionnaire data items, detecting outliers in collected data, the rate of imputation and examining data editing failures are various methods used to evaluate how the questionnaire works in the field (Goldenberg et al., 2002). A large number in non-response items may indicate problems with data availability. Data collected by a questionnaire in a survey can be compared with data from other sources to assess data consistency and quality. Data collection analysis is also useful in assessing whether changes made in questionnaires have improved the quality of collected data (Willimack, 2008). Questionnaire pretesting can lead to changes in questionnaires. Cognitive qualitative pretesting tries to improve questionnaire understanding and ease the burden imposed on respondents. By applying quantitative methods to data collected before and after the changes it is possible to find objective measures of how these changes have worked and whether there is any improvement in data quality. The non-response rate and data edit failures can be example of such measures.

2.5 Standards

Thorough questionnaire testing is a complex and burdensome process. The complex response process in establishment surveys makes the procedure even more challenging. Efficient testing requires the involvement of end users. By setting standards for this process one establishes goals that questionnaires must meet before they are actually used in data collection. DeMaio (2005) provides an example of levels of criteria a data collection instrument is expected to fulfil. The criteria are established for testing questionnaires as well as for other survey-related materials, such as introductory letters and supplemental instructions. The recommendations describe questionnaire requirements both for new surveys and redesigned measurement instruments in social and economic surveys and censuses. The minimal level is testing for proper administration of the questionnaire by an interviewer or by an end user and whether the questions are understandable. Additional recommendation extends requirements for data of great importance, and supplemental materials that are related to the survey. Self-administered electronic questionnaires further require testing that all the components of the software system behave properly and according to the design. Developing and applying guidelines and best practices for layout, visual design, field types, error handling can facilitate the testing process.

2.6 Software

Testing is the process of analysing software to detect differences between the expected and actual state, and to evaluate individual pieces of software. The content of this section was mainly founded on the Certified Tester Foundation Level Syllabus, which is aimed at anyone involved in software testing (ISTQB, 2010).

The main objective of testing is to find defects and errors in a questionnaire, software or documentation. Rigorous testing of software and documentation can reduce the risk of failure in
a production environment and contribute to a high quality product. It is necessary that any defects found in the process should be corrected before allowing the system to operate in a production environment.

- **Testing reveals errors**
  Testing may indicate that there are defects, but we are not able to prove through testing that there are no errors. Testing reduces the probability that defects remain unidentified in the software, but even if no defects are found, it is no proof of software correctness.

- **Thorough testing is impossible**
  Testing everything (all combinations of inputs and preconditions) is possible only for very trivial cases. By defining the scope of tests, instead of focusing on thorough testing, we focus on risks and priorities.

- **Early testing**
  Testing procedures should start as early as possible in the software development cycle. They should also be geared to achieving the defined objectives.

- **Accumulation of errors**
  Most defects found during testing prior to release or software failures revealed during production are located in a small number of modules.

- **Pesticide paradox**
  If the same tests are repeated continuously on the same set of test cases, no new errors are found. This phenomenon involves the development of resistance to software testing (pesticide paradox\(^1\)). To overcome this paradox, test cases must be regularly reviewed and revised. In order to check other parts of software or system to potentially find more errors, one should use new tests.

- **Testing is context-sensitive**
  Testing is done differently in different situations. For example, systems critical for safety are tested differently than e-commerce systems.

- **A false notion of correctness**
  Finding and removing errors does not help if the system is not suitable for use and does not meet users’ needs and expectations.

2.6.1 *The testing process*

The most visible part of testing is conducting tests. However, for tests to be efficient and effective, test planning should also take into account the time spent on test planning, designing test cases, preparing to perform tests and evaluating test execution status.

The basic test process consists of the following main steps:

\(^1\) An analogous phenomenon – insects become resistant if one keeps applying the same insecticide.
− **Planning and supervision**

Test scheduling verifies the test mission, defines the objectives for testing and methods of achieving them. Test supervisions involves repeated comparison of actual testing progress and reporting with the plan and providing information about any deviations.

− **Analysis and design**

Test analysis and design are aimed at transforming general testing objectives into tangible test conditions and test designs.

− **Implementation and execution**

Test implementation and execution are a stage in which test conditions are transformed into test cases and test environment is created.

− **Assessment of the degree of completion and reporting**

At this stage, tests are evaluated in terms of predefined goals and exit criteria and the results are reported. It is specified whether more testing is needed or a change of termination conditions is necessary. Also the final report of the testing process is created.

− **Test closure**

As part of closing the testing process, data are collected from completed test activities for future reference.

Although these activities are logically sequential, the process may overlap or occur simultaneously.

2.6.2  *The testing phase in software life cycle.*

Testing does not make sense in isolation from software development activities they are connected with. Typically, four levels of tests are identified, which correspond to four levels of software:

− **Component testing** (called unit test, module test) is a programming method for testing software by performing tests that verify the functionality of individual components (units) of the program - for example, methods or objects in object-oriented programming and procedures in procedural programming.
Integration testing is performed to detect errors in the interfaces and interactions between modules (assembly testing). For example, we test communication between the module that stores and provides a set of parameters and a module that uses these parameters for initiation, for example, to fill form fields with default values.

System testing is intended to determine whether an integrated system already meets the functional requirements and system requirements contained in the specification.

Acceptance testing is not aimed at detecting errors but obtaining a formal confirmation of software quality.

Regression testing is performed to ensure that the application works after modifications, error correction or expansion (new features). This kind of testing, due to its repeatability, lends itself to automation and can reveal previously undiscovered bugs.

2.6.2.1 Functional tests (black box)

Functional tests are based on functionalities and can be made at each level of testing. It is assumed that the tester doesn’t know the structure of the program or its code. Their main features are:

- no prior knowledge of the application structure is required
- data are divided into classes of equivalence
- their purpose is to test the final functionalities

2.6.2.2 Structural tests (white box)

Structural testing can be performed at all levels of the test, but its main use is to test modules and module integration. Their task is to test those parts of the design which have not been tested by functional tests. They are based on the architecture of the application. Their main features are:

- knowledge of the application structure is required
- they cannot be used to reveal missing functionalities
- their purpose is to test the application structure

2.6.2.3 Non-functional tests

Non-functional tests include performance tests, load tests, stress tests, usability tests, cooperation tests, service tests, reliability tests and tests of the ability to work across different platforms. Tests of this type determine how the system works. Their main features are:

- they assume knowledge of the application configuration
- they require multiple test platforms
- they check performance

2.6.3 Automated software tests

2.6.3.1 What do automated tests deliver?

Automated tests are tests carried out with the help of specialised software. They are used to speed up the testing process, allowing you to generate test data and expected results, perform a set of tests with a final evaluation being positive or negative.
The advantages of automatic testing:
- efficient verification of bug fixes
- reuse of prepared tests
- quick reports
- comprehensive analysis of test results
- the use of large volumes of test data
- reduction in the cost of testing

Automatic testing can detect errors in the early stages of software development and protects against recreation of the same error, which reduces the cost of creating questionnaires. Therefore, automated tests are performed at every stage of the project and invested in software testing.

Many tools are available on the market that make test preparation easier and faster. Presented below are the most popular ones.

2.6.3.2 Tools used for automated testing

Software testing varies depending on types of tests performed:

2.6.3.2.1 Functional testing

Functional tests are designed to test specific functionality including testing of the user interface.

They are used to simulate user behaviour and test questionnaire responses to these behaviours. These tests can be extremely useful at the early stages of the project. Automated tests of this type can be used as a key component of regression testing, especially in complex questionnaires, where manual testing of all functionalities is very time consuming and thus expensive. Functional tests must specify global standard methods of performing tasks such as filling out forms, login procedures etc. for future use in a single line of code that is not duplicated. Thus, for example, a change in the login procedure only requires a revision of a few lines in the log handler rather than making the same changes repeatedly at each test that required login.

Functional tests can be created either by authors of the questionnaire or target users, allowing quick and inexpensive testing under realistic conditions. Tools to enable this type of testing in the case of web questionnaires include Selenium, Neoload and Rational Functional Tester.

2.6.3.2.2 Unit testing (structural)

Unit tests are used to test individual modules of the questionnaire.

A program that performs unit tests verifies the accuracy of data input and output of the questionnaire software and the accuracy of the data processing method. It also checks integration between the modules themselves. It does not allow testing graphic elements of the questionnaire, it only serves to test the logical layer. Since unit tests focus on the logic of the questionnaire, they can only be created by programmers with high technical expertise and knowledge of the code. An example of a tool used to perform unit testing is NUnit for NET framework and its counterpart JUnit for Java and other tools of the XUnit family. In NUnit different classes or groups of classes are tested.
2.6.3.2.3  Non-functional testing

Non-functional testing includes, among others, load, performance, usability testing, and operations of the questionnaire on different platforms. These tests determine the hardware requirements and the help desk support necessary to prepare a questionnaire for action in difficult conditions, such as a very large number of users. They are expensive tests because they require experts in various fields (developers, service engineers, testers, users target). Tools to carry out non-functional tests include NeoLoad, LoadRunner, HP LoadRunner.

3. Design issues

In the context of questionnaire design one needs to mention systematic errors. While business surveys usually operate on a smaller number of variables than social surveys, their definitions tend to be complex and technical. Information in businesses data systems is organised to help companies achieve business goals but also to meet regulatory requirements. Therefore, their own definitions sometimes do not match those used by statisticians. In order to diminish problems resulting from these differences, we selectively mention two of the many design issues, when developing and testing questionnaires in business surveys:

- Using top-down approach together with bottom-up approach – the theory driven approach, with questions based on theoretical constructs, should be accompanied by explorations of data using by businesses;

- “Borrowing” questions from other surveys – in the light of the questionnaire testing, adapting a question from another survey may save the resources for additional testing, since the testing procedure has been already performed. The feasibility of “borrowing” depends on many factors of the survey design but determining it can be the first step in constructing a new survey or redesigning the current one.

4. Available software tools

Section 2.6.3.2 provides a couple of available software tools for various types of automatic software testing.

5. Decision tree of methods

Building the decision tree of methods can start with reviewing the contingency table of methods and steps in questionnaire developing, testing and evaluation. A paper by Goldenberg et al. (2002) gives an example of such a table where rows contain various methods used by statistical organisations and columns correspond to the steps specified by the method for questionnaire development, testing and evaluation (QDET).

6. Glossary

For definitions of terms used in this module, please refer to the separate “Glossary” provided as part of the handbook.
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