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I. About these Principles

The providers of Social Networking Services (SNS) listed at the end of this document share a common goal to maximise the benefits of the internet while managing the potential risks to children and young people. In order to protect children and young people, individual companies have developed and continue to evolve safety strategies. In addition, many providers have been heavily involved in multi-stakeholder and cross industry dialogues within the EU aimed at establishing and sharing good practice. These include the UK Home Office Task Force on Child Protection on the Internet; the Human Rights Guidelines for Internet Service Providers developed by the Council of Europe in co-operation with the European Internet Service Providers Association (EuroISPA) and educational projects such as Teach Today. Similar activity is also underway in countries outside the EU.

These Principles have been developed by SNS providers in consultation with the European Commission, as part of its Safer Internet Plus Programme, and a number of NGOs, to provide good practice recommendations for the providers of social networking and other user interactive sites, to enhance the safety of children and young people using their services. SNS providers often operate in multiple territories across Europe and the rest of the world and welcome the opportunity to establish pan-EU principles in this area.

The document outlines the principles by which SNS providers should be guided as they seek to help minimise potential harm to children and young people, and recommends a range of good practice approaches which can help achieve those principles. The guidance is not intended as a ‘one size fits all’ solution. It is recognized that the communications and internet industry is very diverse and ranges from large global providers to smaller locally run services. SNSs vary greatly in terms of the type of service, the platforms on which they can be consumed, their user demographics, the markets in which they operate and the jurisdictions in which they are based. All of these factors affect the levels and types of risks that are attendant to those services and the strategies that may be appropriate and reasonable to address such risks.

Accordingly, in determining their own safety strategies, providers supporting these principles take into account the particular nature of their services in order to apply the relevant recommendations of these Principles. Therefore, while providers will support all seven Principles, it is for each provider to judge where and how far to apply the document’s specific recommendations. These Principles are aspirational and not prescriptive or legally binding, but are offered to service providers with a strong recommendation for their use.

---

1 For the purposes of this document, the term “children and young people” refers to legal minors. Depending on the jurisdiction in which the service is offered and the applicable law, this refers to users under 18 years old or under 16 years old.


4 www.teachtoday.eu

5 For example, a number of social networking providers worked with the US Internet Safety Technical Task Force to investigate the role technology could play in the protection of children and young people on the internet. See http://cyber.law.harvard.edu/research/isttf/documents
These Principles sit alongside ongoing multi-stakeholder dialogues, in the EU and elsewhere, which collectively aim to shape a consistent and complementary framework on which providers can build and develop strategies to protect children and young people. Providers’ application of the Principles, the relevance of this document and the good practices it engenders will be evaluated as outlined below, in consultation with the European Commission and other stakeholders.

These Principles are intended to provide guidance to ‘Social Networking Services’ which are available to children and young people. In the context of these Principles, the term refers to online services that combine the following features:

- A platform that promotes online social interaction between two or more persons for the purposes of friendship, meeting other persons, or information exchange;

- Functionality that lets users create personal profile pages that contain information of their own choosing, such as the name or nickname of the user, photographs placed on the personal page by the user, other personal information about the user, and links to other personal pages on the service of friends or associates of the user that may be accessed by other users or visitors to the service;

- Mechanisms to communicate with other users, such as a message board, electronic mail, or instant messenger; and

- Tools that allow users to search for other users according to the profile information they choose to make available to other users.

Social Networking Services can be accessed using a range of platforms. The capabilities of individual platforms may vary and a provider may not be able to make available the same features on all platforms. Services can also be available as downloadable applications. Where practicable, providers will endeavour to work within the limitations of these platforms and delivery mechanisms to consider these Principles when their services are distributed in this way.

Increasingly, Application Programming Interfaces (APIs) are a feature of SNSs, harnessing the open, distributed and collaborative nature of the internet. APIs allow third party developer companies to create ‘applications’ and, in some cases, users can add such applications to their SNS profile, providing them with added utility and functionality. Because applications are a new and evolving feature of SNSs and because the nature of the relationship between application developers and the SNS varies from case to case, SNSs can offer differing levels of assurances to their users in terms of these Principles. These levels of assurances will be outlined in a guidance note in Annex 1.

---

6 Subject to age restrictions defined by the service provider.
II. Background

Understanding potential risks to children and young people on Social Networking Services

The internet, along with other new technologies, has brought citizens and consumers enormous benefits over the past fifteen years, in terms of communication, information, e-commerce and entertainment. The latest wave of technologies, grouped as ‘web 2.0 technologies’, which includes SNSs, has triggered further evolution in the way people, especially young people, communicate with friends, access entertainment and engage with communities of interest.

As with many products and services, the misuse of these technologies can present an element of potential risk to children and young people. SNS providers must assess if and how these potential risks apply to their own services. Potential online risks to children and young people fall into four categories:

- ‘Illegal content’, such as images of child abuse and unlawful hate speech
- ‘Age-inappropriate content’, such as pornography or sexual content, violence, or other content with adult themes which may be inappropriate for young people.
- ‘Contact’, which relates to inappropriate contact from adults with a sexual interest in children or by young people who solicit other young people.
- ‘Conduct’, which relates to how young people behave online. This includes bullying or victimisation (behaviours such as spreading rumours, excluding peers from one’s social group, and withdrawing friendship or acceptance) and potentially risky behaviours (which may include for example, divulging personal information, posting sexually provocative photographs, lying about real age or arranging to meet face-to-face with people only ever previously met online).

With the interactivity that web 2.0 technologies enable, it is also important to remember that in addition to being victims young people can also initiate or participate in anti-social or criminal activities.

Safer Social Networking: a multi-stakeholder collaboration

There are a wide range of stakeholders with a role to play in managing potential risks to children and young people, including online service providers, governments, parents, teachers, users and non-governmental organisations. To date, the experience of managing potential risks from the misuse of various aspects of the internet has shown that the most effective approach is for stakeholders to consult and collaborate with other stakeholders, in addition to performing their own roles. These Principles promote this multi-stakeholder collaboration as the most effective way to manage potential risks on SNSs.
SNS providers that allow either children or both young people and adults to subscribe to their service, have a responsibility to ensure that they have assessed their site for potential risks and put in place appropriate measures and tools designed to mitigate those risks. This document is intended to outline the principles that providers should consider in order to fulfil this responsibility.

In order to set the context for these guidelines, it is useful to briefly outline the roles that other stakeholders play in promoting online safety and how SNS providers can work collaboratively with them.

- **Parents, teachers and other carers:** have an important role to play in both educating and fostering an ongoing dialogue with children and young people in their care about safe and responsible online behaviour. Service providers should provide targeted, easily-accessible and up-to-date information and tools to assist them in doing so. Providers should also explore ways to work with educators, governments and other stakeholders to create resources and other educational vehicles.

- **Governments and public bodies:** should provide children and young people with the knowledge and skills to navigate the internet safely. Governments should ensure that e-safety curricula that accurately reflect current internet services and behaviours are delivered in schools. Governments should also ensure that law enforcement agents and those working in the criminal justice system are equipped with the appropriate training, tools and resources necessary to effectively combat criminal activity conducted online. Governments should work together to ensure that the frameworks for cross-border coordination are effective and efficient.7

It is important that all stakeholders, including governments and public bodies, understand new challenges and opportunities as they emerge from the rapidly evolving online space. Service providers can assist governments in maintaining this understanding, and should explore ways to work with governments.

- **Police and other law enforcement bodies:** should ensure that officers have appropriate and relevant training and resources for investigating and prosecuting the illegal use of online services. SNS providers and law enforcement bodies should work collaboratively to share their knowledge of social networking and to support investigations in line with applicable laws.

- **Civil society:** as a whole, and through bodies such as child protection agencies, youth organisations and, counselling services, should collaborate with SNS providers and governments through consultation, dialogue or working groups that address their mutual target groups and challenges online. Increasingly, social networking platforms are being harnessed by mental health, social care and support organisations to raise awareness, educate and to deliver counselling and support to young people online, a development which potentially has many positive outcomes.8 However, it is important that support

---

7 For example, Mutual Legal Assistance Treaties (MLATs), which exist between countries and allow for information and other assistance from private and public sources to be shared across borders for the purposes of official investigations and prosecutions.

8 Providers will pay due regard to good practice recommendations for support service provision within SNS environments being developed in other forums such as [www.technologyforwellbeing.ie](http://www.technologyforwellbeing.ie)
organisations conduct a thorough review of a range of issues including how best to uphold essential ethical and professional practices concerning client welfare, confidentiality, competence, responsibility, and integrity when they are considering delivering services from within a social networking environment.

- **Users themselves:** adults, young people and children should at all times respect a service’s terms of use and/or community guidelines. They should also make good use of the education, tools, settings and reporting mechanisms designed to encourage them to play their own role in managing the community to which they belong.
III. Safer Social Networking Principles

Principle 1: Raise awareness of safety education messages and acceptable use policies to users, parents, teachers and carers in a prominent, clear and age-appropriate manner

Providers should create clear, targeted guidance and educational materials designed to give children and young people the tools, knowledge and skills to navigate their services safely.

These messages should be presented in a prominent, accessible, easy-to-understand and practical format (e.g. on a help pages and/or in locations where the user makes a decision about how to use the service).

Service providers should provide clear information about what constitutes inappropriate behaviour. This information should be easily accessible and include information about the consequences of breaching these terms. Providers should explore other ways to communicate this information outside of the Terms of Service.

Parents play a crucial role in their child’s internet safety and this role is often best fulfilled when a parent is able to discuss safety issues with their child in an open and informed way. As such, providers should offer parents targeted links, educational materials and other technical controls as appropriate with the aim of fostering dialogue, trust and involvement between parents and children about responsible and safer internet use.

Teachers and other carers also play a crucial role in promoting the safe use of SNSs by children and SNS providers should ensure that such materials also empower teachers to help children use SNSs safely and responsibly.

Principle 2: Work towards ensuring that services are age-appropriate for the intended audience

Providers should, in the normal course of developing and managing SNSs, consider how their service may be associated with potential risks to children and young people, where it is intended for them to use the service. Service providers should seek to limit exposure to potentially inappropriate content and contact. Measures that are available or appropriate to each service will vary in each case, but may include for example:

- making clear when services are not appropriate for children and young people or where a minimum registration age applies;

---

9 The intended audience as outlined in each provider’s Terms of Service
10 The intended audience as outlined in each provider’s Terms of Service
11 Each SNS is different in terms of target audience, the range of activities users can engage in, the platforms on which they can be consumed and the countries in which they are available. These factors will affect the range and extent of the risks that may affect children and young people when using the site. Assessments of what constitutes inappropriate content for children and young people also varies.
12 The same combination of factors as listed in the previous footnote will determine what measures are appropriate to address the unique set of challenges and potential risks to users on a particular service. In addition, service providers may also be required to comply with specific local legal requirements pertaining to children’s privacy, which may affect how the service is operated in any given jurisdiction. For example, it is common for US-based service providers to adopt a minimum age of 13 years for their services. This reflects the requirements of the Children’s Online Privacy Protection Act (COPPA), which only allows providers to collect data without parental consent from users over 13 years old. In the absence of specific local legal requirements, however, service providers will adopt a default specification for their product which is determined by a range of factors such as company policy, adherence to industry good practice or the prevailing law in their principal market.
taking steps to identify and delete under-age users from their services;

taking steps to prevent users from attempting to re-register with a different age if they have previously been rejected for being below the minimum age (if their Terms require a minimum age), such as employing cookies;

working within technical and legal constraints to promote compliance with minimum age requirements;

promoting the uptake of parental controls which allow parents to manage their children’s use of the service;

providing the means for content providers, partners or users to label, rate or age restrict content where appropriate13;

only showing certain professionally produced content certain times of the day.

Principle 3: Empower users through tools and technology

Providers should employ tools and technologies to assist children and young people in managing their experience on their service, particularly with regards to inappropriate or unwanted (but not illegal) content or conduct. Service providers should make an assessment of what measures to implement based on the services being offered and the intended audience.

The measures that can help minimise the risk of unwanted or inappropriate contact between children and young people and adults may include for example:

• taking steps to ensure that private profiles of users registered as under the age of 1814 are not searchable;

• setting the default for full profiles to ‘private’ or to the user’s approved contact list for those registering under the age of 1815 (some service providers set the profile default as ‘private’ for all users);

• ensuring that setting a profile to private means that the full profile cannot be viewed or the user contacted except by ‘friends’ on their contact list (users may actively choose to change their settings to public or equivalent);

• giving users control over who can access their full profile by, for example, being able to block a user from viewing their profile and ‘reject’ friend requests;

---

13 For example, the Broadband Stakeholder Group’s good practice principles on audiovisual content information. See http://www.audiovisualcontent.org/

14 The 18+ age requirements may be difficult for services that have already been developed around the legal age of consent, e.g. 16 years. However, future services should consider using 18 years.

15 The 18+ age requirements may be difficult for services that have already been developed around the legal age of consent, e.g. 16 years. However, future services should consider using 18 years
• giving users the option to allow only direct friends to post comments and content to their profile or to delete unwanted comments;

• giving users the option to pre-moderate comments of other users before being published on their profile;

• providing easy-to-use tools for users to report inappropriate contact from or conduct by another user;

• educating parents about available tools, both for wider internet access (for example, the benefits of using filtering tools and/or parental controls\textsuperscript{16}) and the tools, information and advice provided to parents by social networking sites to help them protect young people.

**Principle 4: Provide easy-to-use mechanisms to report conduct or content that violates the Terms of Service**

Providers should provide a mechanism for reporting inappropriate content, contact or behaviour as outlined in their Terms of Service, acceptable use policy and/or community guidelines. These mechanisms should be easily accessible to users at all times and the procedure should be easily understandable and age-appropriate.

Reports should be acknowledged and acted upon expeditiously.

Users should be provided with the information they need to make an effective report and, where appropriate, an indication of how reports are typically handled.

**Principle 5: Respond to notifications of Illegal content or conduct**

Upon receipt of notification of alleged illegal content or conduct\textsuperscript{17} providers should have effective processes in place to expeditiously review and remove offending content.

Service providers should have in place arrangements to share reports of illegal content or conduct with the relevant law enforcement bodies and/or hotlines. These arrangements will depend on local jurisdiction and applicable law, as well as the existence of effective reporting frameworks.

Providers may consider including links to other local agencies or organisations, for example the relevant InHope services and law enforcement agencies. Where there is an immediate threat to safety or life users should be advised to contact the emergency services by, for example, phoning 999 (UK) or 112 (EU).

\textsuperscript{16} See some of the solutions at “Study on Safer Internet Programme BENCHmarking of Filtering software and services” at \url{http://www.sip-bench.eu/index.html}

\textsuperscript{17} In the context of child protection, illegal content and conduct in this context refers to child abuse images and grooming respectively.
**Principle 6: Enable and encourage users to employ a safe approach to personal information and privacy**

Providers should provide a range of privacy setting options with supporting information that encourages users to make informed decisions about the information they post online. These options should be prominent in the user experience and accessible at all times\(^\text{18}\).

Providers should consider the implications of automatically mapping information provided during registration onto profiles, make users aware when this happens, and should consider allowing them to edit and make public/private that information where appropriate.

Users should be able to view their privacy status or settings at any given time. Where possible, the user’s privacy settings should be visible at all times.

**Principle 7: Assess the means for reviewing illegal or prohibited\(^\text{19}\) content/conduct**

SNS providers should, during the normal course of developing and managing SNSs, assess their service to identify potential risks to children and young people in order to determine appropriate procedures for reviewing reports of images, videos and text that may contain illegal and inappropriate/unacceptable/prohibited content and/or conduct.

There is a range of procedures which can be used to promote compliance with the Terms of Service, Acceptable Use Policy and/or House Rules. These may include for example:

- human and/or automated forms of moderation;
- technical tools (e.g. filters) to flag potentially illegal or prohibited content;
- community alerts;
- user-generated reports.

Some providers employ human moderators who interact in real-time with children or young people. Such providers should take reasonable steps (working within good practice frameworks\(^\text{20}\), where possible or legal frameworks as applicable), to minimise the risk of employing candidates who may be unsuitable for work which involves real-time contact with children or young people.

---

\(^{18}\) Social networks are used for myriad purposes and by a wide range of users. Different services have different profile formats which allow users to share different information about themselves, for example some providers encourage users to create nicknames and post avatars and create a novel online identity. These formats vary between sites.

\(^{19}\) Prohibited content/conduct as defined by Terms of Service, Acceptable Use Policy and/or House Rules

\(^{20}\) Home Office Internet Task Force Good Practice Guidance for the Moderation of Interactive Services for Children

IV. Evaluating the Safer Social Networking Principles

Providers supporting these Principles are committed to implementing safety practices and support all seven Principles outlined in this document. These providers will assess the risk of potential for harm to children and young people on their service, and will consider the application of the specific recommendations outlined in this document accordingly.

- In the interests of transparency, these providers will self-declare21 how they have considered the Principles which are relevant to their services. These providers will provide the European Commission with this self-declaration.

- Providers will make available for publication non-confidential information from their declaration about their consideration of these Principles.

- Providers supporting these Principles will reconvene after eighteen months with other stakeholders to:
  - Review trends in safety policies and practices.
  - Update stakeholders on the evolution of communication technologies.
  - Review user behaviour and associated risks to users.
  - Review and revise the document where appropriate to ensure that it remains relevant and up-to-date and that it reflects developments in online safety practice.
  - Assess the effectiveness of the document.

- Providers supporting these Principles and other stakeholders will work together to encourage other social networking service providers to add their support to this document and its objectives. They will also endeavour to raise awareness of these goals more widely to interested stakeholders, including users.

21 A common self-declaration format will be developed and used by all providers.
V. Annex I

Explanatory note on how these Principles may apply to applications

As outlined in the introduction, applications are increasingly a feature of SNSs. There are three categories of applications, which are broadly defined by the relationship that exists between the application and the SNS. This relationship determines how a provider can apply these Principles, as follows:

1. Applications which are pre-installed, integral to or hosted and sponsored by a SNS and made available by the SNS provider. In these instances, there may be a relationship between the SNS and the application developer. In the context of this category of applications, providers should consider the following:

   - undertake a risk assessment of the potential for harm to children and young people, the goal being compliance with the site's policies and safety and security good practice guidelines;
   - include relevant advice for children and young people in educational material (e.g. ‘Help pages’);
   - respond appropriately upon receipt of reports regarding an application’s non-compliance with the site’s policies.

2. Applications which have been created by third party developers and which are displayed on the SNS’s Open API platform. The SNS’s users can choose to install these applications on their profiles. There is generally a limited relationship between the SNS and the application developer in this instance. In the context of this category of applications, providers should consider the following:

   - make reasonable efforts to raise awareness among third party developers of industry good practice (which includes these Principles and similar initiatives);
   - include relevant advice for children and young people in educational material (e.g. ‘Help pages’) and make users aware that a third party application may not afford the same protections as users expect on the SNS in question;
   - upon receipt of notification that an application available to children and young people is in breach of the provider’s policies, SNS providers will, where appropriate, notify the developer of the situation, and at all times reserve the right to take down applications which break the provider’s policies.
3. Applications which are available from a gallery of third party applications on a platform other than the SNS provider’s platform. Users can choose to install these applications on their SNS profile. There is typically no relationship between the SNS and the application developer in this instance. In the context of this category of applications signatory companies should consider the following:

- include relevant advice for children and young people in educational material (e.g. ‘Help pages’) and make users aware that a third party developer may not afford the same protections as the SNS in question;

- upon receipt of notification that an application available to children and young people is in breach of the provider’s policies, SNS providers will, where appropriate and possible remove the link to the application.
VI. Annex II Self-declaration Form

EU SNS Safer Social Networking Principles
Self-declaration Form

*In the interests of transparency, providers supporting the EU Safer Social Networking Principles agree to self-declare how they have considered the Principles in relation to the Social Networking Services they offer, using the form below.*

1. About the Social Networking Service(s)

The following is a brief outline of [the company making the] declaration, including a short description of the services it offers that fall into the category of “social networking” as outlined in the Principles.

2. How has the company considered these services in relation to the Principles?

The following is an outline of how [company] has considered the EU Safer Social Networking Principles in relation to its Social Networking Service(s). This section will make reference to the recommendations made in the Principles document, where they are applicable and outline how they are applied.

<p>| Principle 1: Raise awareness of safety education messages and acceptable use policies to users, parents, teachers and carers in a prominent, clear and age-appropriate manner |</p>
<table>
<thead>
<tr>
<th>Principle 2: Work towards ensuring that services are age-appropriate for the intended audience</th>
</tr>
</thead>
<tbody>
<tr>
<td>Principle 3: Empower users through tools and technology</td>
</tr>
<tr>
<td>------------------------------------------------</td>
</tr>
<tr>
<td>Principle 4: Provide easy-to-use mechanisms to report conduct or content that violates the terms of service</td>
</tr>
<tr>
<td>------------------------------------------------</td>
</tr>
<tr>
<td>Principle 5: Respond to notifications of illegal content or conduct</td>
</tr>
<tr>
<td>------------------------------------------------</td>
</tr>
</tbody>
</table>
3. Other information

This section provides an outline of any other information that is relevant with regards how the company has considered the Principles.