
ICC BASCAP submission To EU QUESTIONAIRE
Tackling illegal content online and the liability of online intermediaries [Pages 17 to 23]
Tackling illegal content online and the liability of online intermediaries
Have you encountered situations suggesting that the liability regime introduced in Section IV of the E-commerce Directive (art. 12-15) has proven not fit for purpose or has negatively affected market level playing field?

YES
Describe the situation:
BASCAP members encounter problems in dealing with four major scenarios: 
(1) Websites set up to sell fakes. This is a volume problem as there are often several thousand for any given brand. These rely on providers of hosting services and domain name registry and registrar services who essentially facilitate the availability of the content online, and on access providers to essentially connect customers to such content. 
(2) Websites dedicated to aggregating pirate copies of copyright works. These are illegal platforms that rely on the same services as (1) as well as the providers that host the underlying pirate copies of the works themselves, or the access providers that connect to full or partial copies individually hosted by users themselves. 
(3) Sales/offers of fakes on legitimate e-commerce marketplaces, social media, mobile app or other digital platforms.   
(4) Providers of search or advertising who act as referencing service providers that assist with promoting the infringements, through algorithmic or paid search.
In each of these scenarios we have seen a shortfall or absence of pro-active measures by digital intermediaries to effectively deal with clear cases of illegal activity, including dealing with clearly unlawful “accounts” and “activities”. Contrary to the desire expressed in recital 41, the directive has not led to industry agreements and standards in this respect.
Providers whose involvement is "mere[ly] technical, automatic and passive nature" only monitor the data for the purposes of optimisation of that technical function.
By contrast, digital platforms do generally monitor, whether in order to monetise their audience or in order to protect their platform from fraud. To the extent that platforms do this, and automate decision making about the presentation of the content, they ought to automate decision making about clear cases of illegal activity.     
The fact that they do not is because Article 15 is unclear and has been interpreted in an overbroad manner that undermines the positive obligations in the other articles. The wide interpretation of Article 15 by some is also potentially in conflict with the scope of remedies available under Article 11 of the Enforcement Directive, which can place obligations aimed at prohibiting the continuation of certain specific or general infringements, the availability of which was foreseen in recital 45 and Article 18 and confirmed in case C-324/09 (L’Oréal v eBay)
Do you think that the concept of a "mere technical, automatic and passive nature" of information
transmission by information society service providers provided under recital 42 of the ECD is
sufficiently clear to be interpreted and applied in a homogeneous way, having in mind the growing involvement in content distribution by some online intermediaries, e.g.: video sharing websites?

NO

Please explain your answer.


“Passive in nature” is the key test, which implies that the party claiming immunity from liability has neither knowledge of nor control over the information which is transmitted or stored. Digital technologies are by their nature technical and automatic but cannot always be described as ‘passive’. Business processes are being captured in algorithms and automated, but these are still active decisions made by humans – just at a “meta” level rather than an individual basis. Where in particular selection and arrangement is happening – prioritising content in one way or another on whatever basis the operator has (pre)selected, then it needs to be clear that this is not “passive in nature”. 
Factors recognised in case C324/09 (L’Oréal v eBay) as “active” include where the operator provides assistance which entails, in particular, optimising the presentation of the offers for sale in question or promoting them. The Commission should also look in this respect at how the provision of additional services being offered by the platform relating to the information go beyond the merely technical and passive, increasingly through providing warranties, insurance and even physical warehousing and fulfilment of physical deliverables relating to the information.  
Mere conduit/caching/hosting describe the activities that are undertaken by a service provider.
However, new business models and services have appeared since the adopting of the E-commerce Directive. For instance, some cloud service providers might also be covered under hosting services e.g. pure data storage. Other cloud-based services, as processing, might fall under a different category or not fit correctly into any of the existing ones. The same can apply to linking services and search engines, where there has been some diverging case-law at national level. Do you think that further categories of intermediary services should be established, besides mere conduit/caching/hosting and/or should the existing categories be clarified?

NO 

Please provide examples

There are a great variety of ways of organising different aspects of information technology into valuable business offerings. This is why there is great business and technological innovation as the services sector is digitised and as products develop service aspects. 
Nonetheless, there are a limited number of digital processes within a computing environment, whether networked or not. I/O – including transmission and display, processing and storage. Cloud hosting is still just hosting, but with massive virtualisation disconnecting the logical and physical location. This creates other issues but not with Art 12-15.
The key question is whether the additional processing of the further “cloud based services” referenced in the question is of a "mere technical, automatic and passive nature". If so it should benefit from Art 12-15, if not it should not. Optimisation of resources, whether processing, storage or transmission is not new. Processing for these system management purposes is at the heart of these protections, as recital 42 makes clear. 
The distinction comes from clarity about the exact service being performed – which should be a functional analysis as much as one regarding the arrangement of technological processes being used to achieve this result. This is therefore a question of operator transparency, not a need for new categories.
We have seen banking and media digitised, but now all other services will see this change. Adapting the rules for these markets to make them cross border has not involved additional limitations of liability. That is an inappropriate instrument for harmonising rules of substance to enable cross border services for the digital age.
The Court of Justice of the European Union referred back to the national court the question of whether a referencing service provider was passive or active in case C - 238/08 (Google France). Clearer guidance on how business decisions based on human choices, now being coded in computer algorithms, should be addressed is needed.  On the "notice"

Do you consider that different categories of illegal content require different policy approaches as
regards notice-and-action procedures, and in particular different requirements as regards the content of the notice?

YES
Do you think that any of the following categories of illegal content requires a specific approach:

*	Illegal offer of goods and services (e.g. illegal arms, fake medicines, dangerous products,
unauthorised gambling services etc.)
*	Illegal promotion of goods and services
Content facilitating phishing, pharming or hacking
*	Infringements of intellectual property rights (e.g. copyright and related rights, trademarks)
*	Infringement of consumer protection rules, such as fraudulent or misleading offers
*	Infringement of safety and security requirements
Racist and xenophobic speech
Homophobic and other kinds of hate speech
Child abuse content
Terrorism-related content (e.g. content inciting the commitment of terrorist offences and training
material)
Defamation
Other:
*
Please specify.

This question could be answered either YES or NO really.
Whilst the general system of notices should be coherent, the timings and safeguards may vary. The categories we have identified are all commercial in nature. 
The volumes of notices sent in respect of “content” relating to fake goods and pirate copyright works are orders of magnitude greater than those for other issues of illegal content. These notices are almost exclusively concerned with misuse in a commercial environment rather than the domestic sphere and, to the extent that fundamental rights and freedoms are engaged, both the CJEU and the ECHR have found these to be lowly protected forms of commercial speech.   
Expeditious removal should be a functional test – if offers go up in seconds, they should be removed in that timeframe as well, and reinstated in seconds too if removal was by mistake or otherwise unjustified. 
The commission should develop model xml schemas for notice submission, response and challenge, and pilot a rapid, automated adjudication service that it could provide to platforms for dealing with challenged notices.   
On the "action"
Should the content providers be given the opportunity to give their views to the hosting service
provider on the alleged illegality of the content?
YES
Please explain your answer
Yes, but that opportunity should come after removal in respect of the above categories. These are commercial listings. Only if the entity providing the content is willing to stand behind it should this be re-instated. 
 If you consider that this should only apply for some kinds of illegal content, please indicate which
one(s)
Where the content is “free expression” as in other categories listed above, or where there is not a literal copying/use or promoting the sale of counterfeits, then a right of reply before takedown would be justified.
Should action taken by hosting service providers remain effective over time ("take down and stay
down" principle)?
Yes. Platforms should remove duplicates and be under a positive obligation to prevent reposting of identical content infringements.
On duties of care for online intermediaries:
Recital 48 of the Ecommerce Directive establishes that "[t]his Directive does not affect the possibility for Member States of requiring service providers, who host information provided by recipients of their service, to apply duties of care, which can reasonably be expected from them and which are specified by national law, in order to detect and prevent certain types of illegal activities". Moreover, Article 16 of the same Directive calls on Member States and the Commission to encourage the "drawing up of codes of conduct at Community level by trade, professional and consumer associations or organisations designed to contribute to the proper implementation of Articles 5 to 15". At the same time, however, Article 15 sets out a prohibition to impose "a general obligation to monitor". 

Do you see a need for more transparency on the intermediaries' content restriction policies and
practices (including the number of notices received as well as their main content and the results of the actions taken following the notices)?

YES

Should this obligation be limited to those hosting service providers, which receive a sizeable amount of notices per year (e.g. more than 1000)?

NO

Do you think that online intermediaries should have a specific service to facilitate contact with national authorities for the fastest possible notice and removal of illegal contents that constitute a threat for e.g. public security or fight against terrorism?

YES

Do you think a minimum size threshold would be appropriate if there was such an obligation?
NO
Please share your general comments or ideas regarding the liability of online intermediaries and the topics addressed in this section of the questionnaire.

Online intermediaries aim to do business at scale. This is entirely rational and efficient. All businesses wish to scale, and all have duties of care regarding their products and services. Meeting these obligations has been a necessary burden for businesses in the real world and acts as a barrier to their scaleability that they have shouldered none the less. Digital businesses need to take their share of the burden as well and not unfairly rely on the protections afforded to them under Articles 12-15 of the E-Commerce Directive.  
The simple duties that online intermediaries should bear are to carry out proportionate “know your customer” and “know your supplier” checks, and to identify and react to suspicious behaviour through the proportionate use of the technology that they already apply for their own business purposes in order to prevent financial fraud, manipulation of the service or to segment and monetise their users. They should also be under positive obligations to prevent repeat issues arising from the same bad actors.
Information is a tradeable commodity, like currency, shares or anything else. Whilst care needs to be taken regarding political and other free speech, policy makers should learn from what has worked and failed in financial markets and physical logistics when it comes to commercial speech such as offers of sales, transactions and advertising.
Creating efficiencies in markets is an exciting promise that digital intermediaries are delivering on. However, they can turn exceptions into rules and expose ambiguities and compromises in law making. Crucially, as they remove the frictions that previously created natural barriers to market manipulation, the burden of preventing this manipulation has to fall on those making the market. Whether this is in monitoring stock and commodity markets for suspicious patterns of trading, real time monitoring of websites and IT infrastructure against hacking attacks, checking customers and traders against sanctions lists or dual use technologies.
Due diligence has become an increasing norm for all sorts of policy considerations – whether it is modern slavery or other workers’ rights, conflict diamonds and minerals, environmental and safety issues. As intermediaries create a series of markets in what were linear supply chains, it is important that accountability mechanisms adapt and provide clear obligations.     
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