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Executive Summary

Several experts from computing and semiconductor companies, research centres, as well as from
European research and innovation initiatives, gathered for an open discussion on the future of
computing components and architectures. The objectivenaitvation of the workshop was to
identify technologies, trends and issues which are most relevant for the future of computing across
several market segments.

The discussion presented different and sometimes conflicting viewpoints; the key results are
repated below. This document represents the views of the participants on different aspects related
to next generation computing systems. This is not to be intendedasansuvaseddocument,

but more as the collection of major highlights, trends and rewmndations.

This paper is not to be intended as expressing the European Commission view on the addressed
subject.

| MARKET i ECONOMICS |

The volume issue and the position of European industry
Computing System@and componentsneed very high volumes for producing low cost
devices For most market applications, the barrier to entry is high, and mistakes are very
expensive; often businesses do not have a second opportunity. Exceptions are relatively
Ani cheo mar ke buw heleialkoe cos is iinportant. €urogeweak inthe
production of advancedsemiconductors;there is a clear need for investments in
nanoelectronics(such as those planned for the ECSEL Joint Technology Initiatia)d
there islittle know-how on memaoy technologies

More than semiconductors
Product s whi ch ar e considered el ectroni
semiconductor design and manufacturing: packaging, mechanical, sensors, patt@ries
All these heterogeneous technologies have éomastered to successfully develop and
manufacture connected devices. The bulk of an innovative product is made of legacy and
nortdiscriminating technologies that could be -dmveloped and maintained/evolved
together even by competitorSoftware legacy isalways expensive to migraten any
environment from HPC to consumer markets.

Societal challenges
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Societal challenges identifigd Horizon 2020will be one of the drivers of the computing
and electronic systems markéecausef significantgovernmentspending in thee ares,
but certainly not the only onéddvanced Computing Systems Technologiesaareal key
enablingtechnolog for the 2% century

ARCHITECTURES |

Legacy architectures are not enough

The different memory models and technologies available today and in the near future require
a rethinking of memory hierarchies in computirigatency in communication and power

l'imits are clear Abl ocking wal |l stnpracical s c a
terms, the cost of moving data around chip and across chips makes in most cases impossible
to achieve scalability by si mpNewteehdotbgiesg pr

(e.g. optical interconnectiomon-volatile memories based arew materials) and concepts
(e.g. topology and homogeneity of-ohip and offchip interconnectionsare critical for
the development of more scalable architecturdhe road to manrgores requires also
removing obstacles for the availability of large gtersaddress spacder easing software
port.

Scalability and mixeetriticality pose new requirements on architectures

A common architectural requirementfor many market segments (e.g. automaqtive
avionic9 will be the hardwarelevel support for mixed cricality and mixed workloads
(critical, hard-real time, softreal-time and best effort)

Scalability of architectures is driven also by the convergence betarabadded systems
immersed in the physical worldand large scale computing models, where emergent
behaviour may appear due to complexity and interaction with the physical world.
Modularity (not only considered for a well spatially localized system, but &sa@ set of
distributed Computingsystems)is a key feature in any computing architecture, which
should be based on innovative components, building blocks and standardised ways to
connect them.

Quality of experience a key factor

The emergence o€omputing andElectronic Systems coupled together (aypkysical
systems, Iternet of Things) is driving &@hange in paradigm from quality of service to
quality of experiencdor users and offers a chance to incorpothteamic adaptation and

soft factorsinto the quality measure. This opens opportunitiesiéw hardware computing
paradigms which use design methodologies based on error tolerance and resilient techniques
that employ gracefully degraded quality of service, speculative timing, andinean

voltage scaling at reduced design margins, resultingléctronic Devices that are cheaper

and have lower power demands.

Standards needed for buildinglocks approach

Standardisation of interconnection technologies in computing architectures is definitely
needed; howevemdustry-wide agreements on commoacdhnical specificationspossibly
supported by the EU, are considered more appropriate for the computing market than formal
standards developed by the traditional standattng bodies. For example, standardization

of chiplets and interoperability on a@rposers will certainly unlock access to market for new
innovativeComputingSystems and SME or companies behind them.

POWER |

Onecommonproblem for all market segments

Power requirements are critical in any segment of the market: power defines performance,
and thermal limits are blocking walls even in sectors like HPC, where 20 MegaWatt for a
data centre is considered as a practical bounddrg. high power consumptiorf ¢arge
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datacenters drives cost as well as complexity of devices, systems, and maintenance, which is
a strong commercial and technical driver for dramatically increased power efficiency for
HPC as well as Scaleut workloadsMore advanced integration atdrdware level is one

of the keys for better energy efficiendyy decreasing to energy cost of duplicating and
moving data from a software point of view, algorithms must become enavggre.
Optimisation of energy efficiency and carbon footprint must becam integral part of
software engineering.

| SOFTWARE |

Parallelism, distribution and heterogeneitynake current softwareextremely complex
The hardware foadvanced computing systemsp@rallel, often heterogenequsas variable
communication delayand applications are using more and more distribrgsdurcesThis
drasticallyincreaseshe complexity of softwareas developing parallel software is orders of
magnitude more complex than developing sequential software. There is a need for hardware
implemented technologiess well as advanced programming models and intelligent run
time systemst o over come Amd a lsdftwase remaing a kel challghgenre r a |
order to effectively exploit new hardware architectures

Computation is cheapcommunicationis exgensive
Architectures and programming models shaake into account the cost of moving data at
all levelsconsidering thathe energy cost of communication and data movement tends to be
higher than the cost @bmputation

Seltadapting software
The heterogeneity of architectures and their variability over tiogether with the
variability of applications(varying quality of service requirements, graceful degradation,
power ma n a g wilineequire a moye towards dynamic andself-adapting
technologies (such as cross and jtiettime compilers supported by athe-fly schedulers
and advanced powemanagementaware run-time environmenty in order to adapt to
quickly-varying computing requirements.

Hardware evolves much faster tlan software
The complexity of software and its cost @évelopment leado huge amounts of legacy
software. The bigger the accumulated software base, the more expensive it gets to move it to
the next generation of hardware platformich is often appearing on a yearly basis.

New conceptsshould be developed for tools
Due to the complexity increases, together withitloeeasing demand for safety and security
guaranteeqincluding certificatiof), as well as deteriorating fuflystemreliability, the
current approach of explicitlprogramming every step of computing systems is reaching its
limit. Tools should be more and more in charge, anogrammers should express the
Awhat 0 not the fAhowo (aedingligathertmeaystarisi ve pr o

| SILICON TECHNOLOGIES |
Integration as the key
The caintegration of different technologies at silicon level and at system level will be a
key featurefor future innovative products. Current electronic components havekn@in
intrinsic technology limitations (such as power and energy consumption); new families of
technologies like 3D silicon stackinfsing Through Silicon Via (TSV)or molecular
bonding) optical onchip and orboard interconnection, silicon interposers (passive, active,
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photonics), are very promising and will allow for a further increase of computing power per
volume.

Integration of configurability is the booster odiversification
The scalability and configurability of highlyintegrated silicon components at a very late
state in the manufacturing process or even thereafteitl enable diversification for the
price of mass products. Configurability of hardwareegrated silicon blocks like sensors /
sensor interfaces, antennas, security blocks etc. will give a significant advantage to
innovative companies that are not addressing 1mas&et production.

Buildingblocks approach needed
Using f#fAchi pl ectosldallow creating tivensified goelucts without the cost of
development of a monolithic System on a Chip and will better use the advantages of various
technologies for the different parts of Computing System

ADOPTION MEASURES \

European micreelectronics actors should consigaomoting advanced computing technologies
under the ECSEL umbrellaby supportinghot onlythe basicsilicon technologies but alsspecific
computing @aplications

Support for pilot lines forComputing Sysems (components and systems) should be provided

order to allow European actors to join forces for reasons of autonomy vers&Jnmmpetitors.
Priority should be given to technologies which can be applied across several market segments over
technologes which are relevant for niche markets only.

It should be considered to what extent Europe should get back the capacity to design and
manufacture memory chips.

Public procurement instruments available in H2020 could be ugedrder to stimulateomputing
technologies, powering several market segments (e.g. servers, cloud, HPchhydiesl systems,
internet of things, mobile technologies).
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1. The context

The computing mar ket i s evolving towards a
computing devices, at very different scale (ranging from the very small sensor to the very large data
centre) interact and are interconnected through the Internet agthaiher forms of networking.

Many new exciting fields of application are ready for the prime time; some examples are in the
domains of energy distribution, vehicle control, media delivemgdical surveillanceteal time
simulation or big data analytic\ll these innovative applications put a strain on the legacy
hardware and software architectures in use today.

In Horizon 2020, the new framework programme for research and innovation of the European
Union, computing is addressed under several different aspects.

In detail:
U High-Performance Computing(HPC)isaddre sed wunder AExcell ent S
U Next-Generation ProcessorsandSystemsOn-Chipunder t he AECSELO | ol

i Components, Cloud Computing and Customised & Low-power Computing are

addressed under

ALdadlassghigli TeEmhalbl ogdg e &«

by challenges ICT25, ICT7 and ICT4.

Excellent Science:
HPC Strategy

Computer Science: towards exascale High
Performance Computing {FET);

Providing access to the best

-LEIT (ICT7 + ICT8): Cloud strategy

Cloud R&I: Heterogeneous cloud infrastructures,
federated cloud networking; cloud innovation
platforms;

PCP for public sector cloud computing services; PP

supercom puting facilities and services for
both indusiry and academia {(PRACE];

Achieving excellence in HPC applications
{FET + Research Infrastructure).

LEIT (ICT25): Components
Generic micro/nano-efecironic technofogies
LET= Leadership in Enabling and industrial Technologies

for cloud computing solutions.

LEIT (ICT4): Customised and
low power computing systems

Next generation computing systems: scalable
micro-servers | data-centres in the box™)

Programming approaches for the computing
continuum: productivity, multi-parameter
optimisation

Platform-building for problems with real-time
constraints; application experiments in cyber-
physical systems

Courtesy: European Commissibirectorate general CONNEGT
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2. The objective

There are many innovative concepts which are now close to market like Hetgrpgeneous
parallel architectres, low power architectures, 3ilicon stacking, optical interconnection, non
traditional memory technologies new computing models (probabilistic, bitspired self
adaptativeé ).

These technologies have the potential to change radically the market structure.

The objective of the workshop organised in Brussels on the™6f December 2013grouping
around 3(EU highlevel expertsand stakeholderis the field, were:

U to identify whichtechnologies and ideasre most likely to be successful and to have a
significantinfluence on the marketin the coming years;

U to suggestwhere investments should gan order to allow for industry in Europe to
innovate and to strengthen @smpetitive position

The technological areas mentioned in the 2RQ45 research workprogramme for ICT4 have been
discussed in detail, namely:

U innovative components and architetures for the next generation of computing systems
and theirbuilding blocks;

U scalable technologiesvhich could be appliedcross different markets ranging from the
embedded devices up to specialised {pghformance computing systems.

The discussiondcussed orhallengesfor thecomputing systems of the next generatignn order

to identify the needs foresearch and for collaboration across the differenstakeholder
communitiesand across the emergitgchnological trendsandapplication areas.
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3. Technical position statements / areas of relevance / challenges

Workshop participants came and expressed posjtoith different and sometimes conflicting
viewpoints, from centres of excellence, networks, JTIs (Joint Technology Initiatives) and PPPs
(Public-Private Partnerships like ENIAC/Artemis/ECSEL, ETP4HPC), computing system and
integrator companies, semiconductib? providersand components companies and from European
projects in the field (incl. Euroserver, MontBlanc2, Deeper, Phoxtrot), olfzar Commission
representatives from various Computing areas.

The discussion resulted in technical position statements, identification of challenges, observations,
recommendations and conclusions that are summarised in this Repdrted statements dotn
represent an official Commission opinion, but the position (sometime conflicting and not
consensus basgedf workshopparticipants

Areas of influenceand relevance in the fielthat deserve further research and technical progress in
the next yearsinclude severatopics and the related challengesid requirementsaddressed in
more detail in the following chapters and covetogh generigssuesas well asapplication areas

1 Generic issues:

A Computing needs

Computing continuum

Parallel Computing

Next generation Computing systems

HPC- Next generation computing roadmapping
Key Technological assets

Photonics for high performance

Software challenges

Platforms for distributed smart systems

> > > >

1 Application areas:

A EU approach to exascale computing and HPC

A multi-dimensional HPC vision

HPC and cloud computing

Datacenter Workloads

Big data storage and processing

Next gener-8¢ivar idi cr o
Embedded systems challenges

Next generation embedded computing

Wireless sensor platforms

> >

> I I > > D

In the following sections, the areas are introduced by a presentation from one of the participants, but
the summary of the section is made also from the discussion after the presentation and the comments
of all other participants.
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3.1Generic Issues
3.1.1 Computing needs
This sulpect has been introduced and addressed by Philippe Bonnot, froes.Thal

Major computing needs are evidemt terms of scalable performance, cost, energy efficiency,
autonomy, adaptability, survivability and approaches like algorithm adequacy, adapigdns,
programming continuum, croskmain solutions ensuring dependability & performance:

Generic needs
U Scalable performance
U Dependability, life cycle, legacy
U Sovereignty, technology access, low volume
U Cost (NRC nofrecurring, recurringostg

Specfic needs

U Deterministic processing, mixed criticality (mulével safety/security requirements)
1 Avionics, Railway

U High performance/consumption ratio (energy efficiency), -ad#ptivity (dynamic

applications)

1 Telecom, Image, Radar, Surveillance

U Autonomy,availability, survivability
1 Space, UAVs (Unmanned Aerial Vehicles)

Some foreseen approaches include:
U Algorithm/architecture adequacy (for performance, criticalities)
1 Impact of future algorithms on computing architecture patterns
U Formal & efficient approehes for the design of adapted solutions
1 Specific accelerators design
1 Programming parallel architectures under real/certifie@ constraints
U Programming continuum from high level model to code
1 eg. DSL (DomairSpecific Language) to fill the gap
U Crossdomain solutions for (safety) critical applications
1 eg. shared computing solutions (automotive, avionics, industrial control)
U Longer term: Advanced technologies ensuring dependability & performance (next
generation processors)
1 eg. neuronal architecture, spiomiics technology, deterministic architectures

Regarding Holistic approaches:
U Complexity must be handled. Hiding it to the designer may not be the solution. The
challenge is to make the minimum necessary and relevant characteristics controllable
U The need for dual expertise (application and computer systems) must probably be
marginalised but certainly not cancelled

Formal solutions:

U Computing system design solutions (at high and low levels) would benefit of new formal
approaches (for productivitpptimisation, dependability)
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3.1.2 Computing continuum

This subject has been introduced and addressed by Marc Duranton, from HIPEAC, and by Denis
Dutoit, from Euroserver.

Based on advanced hardware (incl. dedicated accelerators, library of monhuléiscore
approach), on innovative software (large number of development support tools, operating systems,
optimised computation kernelg)n scalable and dependable software developntleatcomputing
continuum implies the global integration of commurnmatind computation:

Smart cities, home, cars

Infrastructure Core
{cloud, data servers,
HPC)

Iinternet of Things,
Sensory swarm,
actuators and real
world data

Mobile access

Coutesy Jan Raimcy, Distributed processing & communications

UC Berkeley, updaledforihe HIPEAC visin

Major computing SoC challenges and related possible approaches include:

Challenges Approaches
Computing is hitting the energy and thermal wall

Energy efficiencyat all levels: new
technologies like FDSOI, reducin
communication costs (3D stacking

photonics, compromis
computation/communication, efficie
software
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From micreserver to HPC, computing landscape is vast . )
Scalability modularity, reuse o0

compute Ements, modules with cle:
and interoperable interface
distributed application design.

Design engineering cost is increasing very fast | Modularity using chiplets in variou
computing market is highly segmented interposers and interposers

Essentiwill be not to miss the envisaged great opportunity window for computing:

Application Drivers: Modularity paradigm:

* Cloud:y-server, public, private, ¢ Simplecores
enterprise * Morecores

* High Performance Computing * Power efficient cores

Unique opportunity
for computing

_

Technology Driversfor energy
efficiency:

* FDSOI

* 3Dintegration

* Opticalinterconnection

* 64-bit ARM cores

* Low power design techniques

- Courtesy: CEATech

Technology Drivers for Scalability:
. Heterogeneousarchlte:ture

* Interconnect

* Memory hierarchy

Within an open vision of computing within Horizon 2020 addressing societal challenges through
scalable technologies:

Societal challenges

paralielism, heterogeneity, dark silicon, data movement, communication, ...
Data center / Mobile \ Embedded
Scalable technologies applied across different markets 7

- Courtesy: HIPEAG
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3.1.3 Parallel Computing
This subject has been introduced and addressed by Geir Horri)fieersity of Oslo

On computers with heterogeneous cores, ensuringgegormance computing through numerical
solutions and applications, industry accepted standardisedlopment platforms and focuses
requirements engineering for parallelism.

Mastering scientific higiperformance computing applications through:
U Numerical solutions to problems in physics, chemistry, biology, and mathematics
U Analysis of experimental data
U Application development
1 Problem coding on top of standard libraries
1 Extensive use of MPI (Message Passing Interface) and C++
1 Templates for domain specific optimisations

U Numeric applications rarely benefit from hardware multithreading, instead performing
better on mamgore designs

Envisaging future trends:
U Pinlimits: no technology in sight!
U Three scenarios

91 "Drop the ball' => Cloud computing

T "Niche markets" => Multimedia, gaminge
1 "Scalable, dependable, software development" A
U Urgently needed: "Parallelo mput i ng for all " E

1 Standardised, industry accepted development platforms
1 Education of programmers on these platforms
1 Requirements engineering for parallelism
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3.1.4 Next generation Computing systems

This subject has been introduced and addressed by Freahigren, from Ericsson.

Key will be to addresscalability, modularity, energy efficiency, chiplet reuse,-@bg, cost
effectiveness, mangore parallelisation, memory systems partitioning, local vs. remote processing
(e.g. smartphone vs. cloud).

Commecially important obstacles are best drivers of innovation and impact:

i

i

Two longterm predictable roadmaps:
1 ITRST International Telecommunication Regulations-€8olution) & Cellular data
rates
Cellular trend is currently steepdiis implies power, thermal and cost issues and wilaact
a commercial drive for future innovation in architecture and technology

Architecture trends:

[t i e

i

Heterogeneous architecture:
1 HW accelerators, DSP (digital Signal Processing) cores, CPUs
More coreslarger memories, Faster clock frequencies
Data sharing increasingly important for effective performance
Increased needs for SW flexibilities (new features, improved algorithms)
Blockers / Opportunities:
1 Power / thermal limits becoming hard blockers
Increased efficiency of mangore DSPs, accelerators, and CPUs heterogeneity will drive
architecture and SW / parallelism support
Solution likely to enable/benefit other applications domains as well

Broader perspective: Key Areas Going Forward:

i

Many-core arallelization
1 Remove obstacles, also for large scale stagidress space
1 Heterogeneous systems, broaden from siaglaication areas
Memory system still key for performance in all aspects
1 Exploiting current and emerging NV (NonVolatile) memoriestkaditional memory
hierarchy
Power
1 Low-power management: orchestrating fromd@wel mechanisms (biasing, OPPs
Operating Performance Points, power/voltage domains, subsystems) up to
application leveivhile meeting reatime needs
91 Still compatible withglobal trends in OS and SW development flow for wide
deployment
Chipletbased 3D partitioning
9 Different means to exploit the opportunities for different fields
Local vs. Remote processing
1 Example: Smartphone processing vs. Cloud processing
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3.1.5HPC - Next generation computing roadmapping
This subject has been introduced and addressed by Mark Sawyer, from the University of Edinburgh.

Next generation computing roadmapping should ensoeegy efficient processing, parallelism and
heterogeneityall the time connection, big data management, complexity management, low costs in
maintaining software, scalability and affordable costs for legacy migration.

Technology Trends:

Energy efficient processing
Parallelism and heterogeneity
Everythingconnected all the time
Big data

Complexity management

[ - enHEN enHEN enHEN anH

Opportunities:

U Raw computing power 1is (still) getting che
U Can get HPC (of a few years ago) performanae an inexpensive processor of today.

U Ubiquitous networking means computing systems are highly flexible.

U Smarter everything

Challenges:

U Costis in developing and maintaining software
1 Internal aspects are more complex (parallelism)
i External aspects are more complex (systems)
U Scalabilityis still the big issue.
U Industry relies on many legacy applications, which are costly to migrate.
U Legacy goes deeper than source code.

Recommendations:

U Focus on what gives maximum so&oonomic value.
1 Respond to trends such as aging population.
U If the benéts are all for the endiser, focus on this.
1 Find innovative uses for the wheel rather than reinventing it.
U Decide the areas in which to compete, and where it should collabadsetify and play to
strengths
U Reverse the brain drain.
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3.1.6 Key Technologcal assets
This subject has been introduced and addressed by Patrick Blouet, from STM.
Including architecture (tuned towards energy efficiency), silicon procesSM®D Fully Depleted

Silicon OnlInsulator- is a unique European opportunity for cost/performance ratio), integration
technology (need for new paradigms, disruptive innovation) and processor roadmap;

INTEGRATION TECHNOLOGY
SIIICO/nterposer

_______ _ Photonic
Photonic |nterposer " converter (CTB)
Chipto Chip link
Active [nterposer ,

Courtesy: STM

It is essential to change referential:

Standard benchmarks akvays good for established players
Always turned to performance

Other criteria's must be introduced

Work all along the value chain with a long term vision

Do not underestimate the weight of legacy

Need to have European independence

[enti enci et B ent Y en N ]
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3.1.7 Photonics for highperformance
This subject has been introduced and addressed by Tolga Tekin, from the PhoxTroT project.

The roadmap for photonics and high performance should enwaggigal interconnets
addressing:

U 6 s cad datacentres
U HPC systems
U differenthierarchylevels
o0 onchip
0 chip-to-chip
0 boardto-board
0 rackto-rack
u
providing:
U energy efficiency
low cost
small form factor
high bandwidth
low latency
reliability (security)

c.cCc.cCcCcCc:

considering
U optical functionalitiesn layers
interfaceqchip-to-board)
scalability issues,
board and backplane architectsire
unified integration/packaging methodologies (3D SiP, interposer (active, photonic))
ecosystem
genericbuilding blocks to deliver the optimal heterogeneous integration

el iy enti anti anti et
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The Roadmap for Photonics t‘ o/e & e/o conversion

Backplane
Memory
since l | Processor I Processor 'b o
~2005 Il __;”'.‘f_'; = =TT tics %
Electrical system, optical fibers at card edge only .g
=
2
Today : 5 j =
Optical fibers across the boards k R
u Optics
2016 —{ — CJDJ
Optical waveguides in/on boards 8
ﬁ' r,' o)
I I I I I Optics — §'
> 2020 "_5' 1 Ogtics =

Optical interconnects integrated with the processor
* Source: IBM, B. Jan Offrein, “Slicon Photonics Packaging Requirements”, Munich 2011
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3.1.8 Software challenges
This subject has been introduced and adskee by lan Phillips, from ARMtd.
Major software challengasvolve:
Dealing with programmability, execution model, intersection of algorithms and energy.
Packing O0Technol ogy 0 technologies ipto fanal pradgctssh et er ogeneo

Analogue and Digital Design

Embedded Software

Mechanics, Plastics and Glass

Micro-Machines (MEMS)

Displays and Transducers

Robotics and Test

Knowledge and KnovHow

Research, Education and Training

Components, SuBystemsand Systems; Design, Assembly and Manufacture
Metrology, Methodology and Tools

[ ot eI en-EN en-RN entA et en-RN xRN et e

Mastering pervasive Electronic Systems (ES):
U Their successful sale funds everything that we do

U People buy these for their functionality not their technology
1 Technology is nesr a Product
1 (New) Technologies offer alternatives , not necessarily advantages

U ES are inherently muttliscipline ...
1 And multi-national
1 Their success depends on the interworking of technologies
1 So their Design is mukiliscipline
1 Nosingletechnology s 6 Most i mportanto (Like | ink

Markets provide relevant business opportunities:
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1,000,000 37Era

ol
100,000 1
Mobile Intemet
10,000
Desktop Intemet
108+ Units / k3
—
o 10001 — $
5 personal Computer \Z‘
k] _—-’/ﬂ_,l—f'—' >
2 >
c
2 ey 5
= 100 ¢ : g
Mini Computer <
15tEra [
10 + -
Main Frame

2000 2010

19 / 1970 / 19’80/,

- Courtesy:ARM-

Remembering that the Ex@ustomer actually funds the whole liégcle.
Business Models drive the BUSINESSES:
U TTM (Time To Market) is mosyl design productivity (>99% of design is reused)

 New Technologies have to be demonstrated to add commercial
value before they can be included
A Businesses are very lucky to get a second chance

1 Markets are what is applicable to individual business models
A Businesses candt change their spots
A Most Technology Enterprise businesses are within theyitée of ES
A Most EU Businesses in this area are Horizontal (Virtual and Physical
Comp.)

0 ASoci et i e sSCCdreal GreatMgrieesOppr t uNNOt y 0

1 Though driven by Societal need, the biggest market opportunities today (Internet,
Tablets and IoT Internet of Things) are not aligned with Societies Challenges!
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1 The biggest historical markets were not predicted by Governments
1 SC will bewhere Gov. spends lots of money to correct Market Failure
A where thereds money there is opportu
A but the best fABusiness Opportunitie:
crosscutting technologies that are *also* applicable to Societies Challenges.

3.19 Platforms for distributed smart systems
This subject has been introduced and addressed by Peter Neumann, from edacentrum.

Scalability and configurability should be accompanied by integrated hardware and software merged
with low-cost andhigh-performance solutions.

Main highlights:

0 Goal:
1 Innovation enablement

u How:
1 Pseudegeneric, highly integrated distributed components, probably wireless, ultra
low power (probably harvester), legostand highperformance

U Problem:
1 For highly integrated, lowcost distributed smart systems a quantity of millions of
pieces/a is required
1 Diversification of market is increasing
A Diversification of products enable innovation

U Challenge
1 Innovation enablement by providing a technology platform that suppaiding-
block baseddesign of SiP(System in Packageand SoC(System on Chip)n
hardware

The envisaged functional platform should allfww

U Scalable / configurablehip-to-chip standard interfaces:
1 Sensors
1 Energy supply
A multi-harvester
A (integrated micre battery
A mains adapter

U Scalable / configurablbuild-in security support

U Scalable / configurableommunication
9 Multi-protocol support
1 Wired / wireless

U Scalable / configurablprocessor / memory for different levels of complexity
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Challenges to be addressed:
U SiP / SoC Platform approach that includes

1 Hardware integration concepts:
fast, lowcost, lowpower integration of functional subsethardware

1 Software integratiosoncepts:
fast adaption of middleware SW to scaled / configured HW to enable standard

application SW

9 Tooling support:
to handle integration of different technologiesizes, power management, clocking,

hot spots, leakage etc.

A Prerequisite: defactostandard interfaces of hardware blocks

Example: Co-Integration of different technologies —

wafer level package eWLB
3D chip embedding by

integration of antennas

Direction
of radiatzon
Redistnibutaon Integrated
Layer (RDL) N,

!
Solder ball Reflector
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3.2 Application Areas
3.2.1 EU approach to exascale computing and HPC

This subject has been introduced and address@aublyCarpentefrom the MomBlanc 2 project.
Europe is about 40% of the HPC market, but it is increasingly dependent on-ihigigiated
subsystems from elsewherdurope should take advantage of the convergence of embedded
systems (a European strength) and HPC, in order to create a globally iteenpetropean HPC
ecosystem.Europe should continue to support research projects which are proving the technical
feasibility of such an approacht should also address the economic and political aspects crucial to

success in the market, by supportitgytsips and sphoffs with innovative technology and through
a commitment to deploy new and risky technology in European production machines.

In order to maximise eneregfficiency and reliability, projects should involve all layers, rather than
focussing on isolated components.

Application

Programming Model

Runtime Library Debugging

System Architecture

Node Architecture

Technology

Courtesy: Barcelona Supercomputing Center

EC funding could have a key role in the field:

U Continuing fundingor HPC middleware, applications, tools, programming models
1 Maintain current European leadership
A Focus on scalability, reliability, management, analysis, debugging
1 Give priority toopen standards and open source
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