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Abstract

This paper investigates the identification and dating of the Euro-
pean business cycle, using different methods. We concentrate on meth-
ods and statistical series that provides timely and accurate information
about the contemporaneous state of the economy in order to provide
the reader with a useful tool that allows him or her to analyze current
business conditions and make predictions about the future state of the
economy. In this spirit, we find that the European Commission indus-
trial confidence indicator (ICI) is useful in providing that information.
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1 Introduction

A common feature of industrialized economies is that economic activity
moves between periods of expansion, in which there is broad economic
growth, and periods of recession in which there is broad economic contrac-
tion. Understanding these phases, collectively called the business cycle, has
been the focus of much research over the past century. Investment decisions
and government policies require acceptable knowledge of the state of the
economy in the medium and long run in particular, analyzing the question
of whether there will be a slowdown or an expansion in economic activity.

The introduction of the common European currency has increased the
interest and the need for business cycle analysis of the euro zone. Even
though there is no consensus on how representative this common euro area
cycle is of the business cycle of the individual economies that belong to the
euro area, it is a reference for economic agents because, monetary policy
decisions are a function of it. Then, given the importance of characterizing
this cycle, we need a reference series which represents the aggregate activity
of the euro area. The reference series is usually GDP or the industrial
production index. In most cases practitioners are interested in constructing
an accurate index that can be used to forecast the turning points of these
reference series.

The purpose of the paper is to find a useful tool to identify and date the
euro area business cycle. The main new contribution to the literature can
be summarized in the word “useful”. We mean “useful” as something that
the practitioners can incorporate easily in their inference about the current
state of the business cycle and their forecast about future developments.

The identification and the dating of the business cycle is well covered in
the literature of the euro area cycle. Special attention is deserved by the
effort of the CEPR which created a group of experts to date the business
cycle.! However, in most cases, the effort is made in describing the past,
not analyzing the current state or predicting the future. An illustration of
their descriptive purpose is that they do not compromise by attempting to
define the state for the most recently available data.?

In order to reach our goal of defining the state of the economy and
predicting in real time, we use the Markov-switching (MS) model proposed
by Hamilton (1989). We adopt this methodology because, in addition to
providing a description of the state of the economy in the past, it provides
the practitioner information about the current state of the economy which
is the key for forecasting future economy activity.

'Details of the dating and the results found by this group can be found on the CEPR
web page (www.cepr.org).

2They define the last period neither as a recession nor as an expansion. They call it a
“prolonged pause in aggregate economic activity” with no statement towards one or the
other state.



This approach is not new in the literature. There are already MS-models
of the euro area business cycle circulating (Artis and Zhang, 1999; Artis,
Krolzig and Toro, 1999; Krolzig, 2001; Krolzig and Toro, 2001; Krolzig,
2002; Mitchell and Mouraditis, 2002; Harding, 2002; Massman and Mitchell,
2003; Artis, Marcellino and Proietti, 2003). However, most of the previous
papers use GDP as the reference series for the cycle. We think the use of
Euro-area GDP series present serious problems. The published statistics
are too short to make inference and the estimated series are subject to
some aggregation and standardization caveats that make the link with the
official series problematic. We consider that it is more appropriate to use
as reference for the Euro-area cycle the IPI series because, even though
it only refers to the manufacturing sector, the series is more homogeneous
across economies, and therefore, the aggregation issue is a problem of smaller
scale. In addition, the IPI is one of the most important series used when
obtaining the GDP quarterly data from annual European national accounts.
Additionally, manufacturing is the sector more affected by business cycle
fluctuations.

A subset of these papers, Mitchell and Mouraditis (2002), Artis, Krolzig
and Toro (1999), and Artis and Zhang (1999) use the industrial production
index corrected by outliers and smoothed as reference series for the Euro
area business cycle. We differ from these authors because we use the data
without any transformations. We think that transforming the data as they
do implies a loss of the most important feature of the Markov switching
approach, the possibility of addressing the question of what is the current
state of the economy. In addition, smoothing implies a set of technical
mispecifications that will be analyzed in the paper.

As a way of checking the robustness of our results, we also apply the
classical approach proposed by the NBER for dating the Euro-area cycle.
The use of this non-parametric methodology vs. the parametric approach
proposed by Hamilton (1989) allow us to check the consistency of the stylized
facts obtained from the Markov switching approach.?

But none of previous work address the “usefulness” of the proposed tool
at all. Even though the MS approach allows the econometrician to make
inference about the current state of the economy, the delays in the release
of the data make difficult the timely use of the predictions. These models
predict the future with information at least two periods delayed, making a
poor job in predicting timely turning points.

In order to avoid the publication lags of the series of reference, we look for
series that, being closely linked to the IPI do not present these publication
lags. The most popular of these series are the ”Confidence Indicators” In

3We actually use the NBER methodology first as a way of creating a framework to eval-
uate the MS methodology, as it is usually done in the US where the ability of alternatives
methodologies for replicating the NBER business cycle chronology are evaluated.



particular, we use the one more closely related with industrial activity, the
European Commission industrial confidence indicator (ICI). We will include
this series in predicting the state of the euro area business cycle.

We think that we are the first in providing a tool for addressing in
each period of time, not the dating of the Euro-area business cycle, but,
conditional to the available information, the inference about the state of the
Euro-area economy.

An additional contribution of the paper, more methodological than purely
applied, comes from the particular form of mixing the information of the two
series to obtain the probability of recession. IPI and ICI present slightly
different information about the business cycle. These series neither are in-
dependent nor do they completely share the state of the economy. To our
knowledge we are the first in the literature proposing a mixture of these two
extreme cases to capture the dynamics of two macroeconomic series.

The paper is organized as follows. Section 2 describes the data. Section 3
presents a summary of the NBER methodology. Section 4 provides a review
of the Markov-switching model used in this paper. Section 5 presents the
empirical evidence and Section 6 concludes.

2 Data

2.1 The Euro Area Industrial Production Index (IPI)

The data used for our empirical analysis are the natural logarithms of the
seasonally adjusted industrial production index of the euro area (IPI) pub-
lished by Eurostat. The data are monthly and the sample period goes from
1980:1 to 2003:12.* As we mentioned in the introduction, we understand
that choosing the industrial production index as a measure of aggregate ac-
tivity could be controversial versus the obvious choice of analyzing GDP.
However, in addition to the reasons stated above, the monthly periodicity
is also an advantage of the IPI (vs. the quarterly frequency of the GDP),
but more importantly, data for the GDP are interpolated using indicators®.
There are no national quarterly accounts for most of the euro economies
therefore, the quarterly series depend on the weight given to the indicators
vs. the weight given to the smoothing, and the revisions are very serious

4The latest data published by Eurostat do not go back that far. The problem is that
France has changed the base for their IPI series. However the differences between the
previously released series and the new one are so small that, while waiting for the official
link, the series can be linked without major problem.

50Only UK relies on the quarterly national accounts as the main building blocks for
the annual account. The rest of countries, i.e. France, Italy and Spain, rely on annual
accounts and rely on mathematical and statistical methods to estimate quarterly series
and Germany produces annual accounts separately and integrates the quarterly data with
the annual estimates.



(quarterly data must add up to the annual data coming from national ac-
counting).% Figure 1 plots the level of the IPI series.
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Figure 1: The Industrial Production of the euro area (IPI), 1980-2003

2.2 The Euro Area Industrial Confidence Indicator (ICI)

Since the Index of Consumer Sentiment was introduced in 1953 by Katona
(1951) in the US, the usefulness of sentiment indicators to forecast economic
activity has been the subject of many studies. Although data series derived
from business surveys have received less attention as leading indicators of
recessions that the ones derived from consumer surveys, they also have a
long tradition of being used as indicators.

The National Association of Purchasing Managers (NAPM) survey of
manufacturers goes back to 1931. In Europe, the first business survey dates
back to the late 1940s (IFO in Germany in 1949) and early 1950s (INSEE
in France and ISCO in Italy, 1951). For the euro area in the framework
of the joint harmonized EU programme of business and consumer surveys,
data series from industry surveys are available since 1980. Industry surveys
have played a prominent role in the assessment by business cycle analysts of
conjunctural developments above all in the early 1990s after a large decline
in industrial confidence indicator of the euro area coincided with the deep
recession that finished in 1993. This fact was interpreted as a strong evidence
that industrial confidence indicators could be a useful indicator to predict
recessions and expansions of economy or the euro area.

5See Handbook of Quarterly National Accounts published by Eurostat for details.



This survey is fully harmonized and the existence of a long series of
results can make it a useful tool of analysis at euro area level. The Commis-
sion calculates and publishes this composite indicator, named the Industrial
Confidence Index (ICI), every month with data for the current month for
the euro area. The ICI is defined as the arithmetic mean of the answers
(seasonally adjusted balances) to the questions on production expectations,
order books and stocks (the latter with its sign inverted). The choice of
these variables and the linear combination that is used in calculating the
indicator is justified by the Commission as the most appropriate way to
summarize accurately the industrial climate.

The two latter series (order books and stocks) have been considered
very useful to identify periods of expansion and recession in the production
growth of euro area. These two indicators show the same developments but
inverted. When order books go up, stocks of finished products go down. In
a cyclical trough the distance between two series is at maximum while in
a cyclical peak, it is at minimum. The production expectations series has
been used in the applied literature to forecast future movements of industrial
production index. Figure 2 plots the Industrial Confidence Index.
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Figure 2: The Industrial Confidence Indicator of the Euro Area (ICI), 1980-2003

2.3 Comovements between the IPI and the ICI

To our knowledge the performance of the ICI has been evaluated by its
ability to track the evolution of the growth of industrial production (annual
rates of growth) of the euro area(OECD, 1996; EC, 1997). This relationship
has been obtained examining the time cross-correlation coefficients of ICI



with growth rate of the IPI. Cross-correlation is a measure of how closely
aligned the timing of cyclical fluctuations are for two indicators over their
cycles. Table 1 and Figure 3 show that: i) there is a strong correlation
between the ICI and the growth rate of the IPI; ii) The ICI is a coincident
indicator of the growth rate of the IPI of the euro area.

The explanation of these findings could be that respondents seem to
relate the concept of a normal level of their order books to the one observed
in the previous year, behaving as if a comparison had been asked between
the current level of order books and the level in the same month of the
previous year. In this sense the ICI could be considered as a backward-
looking indicator. Just because of these high correlations levels, we could
obtain the first conclusion about the usefulness of the ICI. We have reliable
information about the industrial production index, but two months before
(this is the difference in publication time of the IPI index and the ICI).
However, we will explore other relations across these variables that will go
further from these simple relation.

Table 1: Cross-correlations of annual rates of growth the IPI of the euro area and
the ICI, 1981-2003. Note: High cross-correlation at negatives lags indicates that
the ICI is leading with respect to the IPI.

Cross-correlations of IPI with
Lag
-3 -2 -1 0 1 2 3
ICI | 0.78 0.84 0.87 090 090 0.89 0.8

3 Dating the IPI and ICI of the Euro Area

3.1 NBER Methodology

As a first approach we apply the well-known NBER methodology to deter-
mine the reference chronology of business cycle in the euro area. Although
the NBER method uses a set of series for dating to business cycle, we apply
this methodology only to IPI. Even though identifying a chronology on a
single series has the advantage of simplicity and concreteness, it also has the
disadvantage that it takes into account of only one dimension of economic
activity. However, since other series used by NBER such as employment,
sales, income, etc. may not always be available for the euro area, we consider
IPI as a good reference variable.

The rules for cyclical timing of classical business cycle described by Burns
and Mitchell (1946) in their book Measuring Business Cycles constitute the
cornerstone of the NBER method for determining turning points in time
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Figure 3: Annual rates of growth of the IPI and ICI (levels), 1980-2003. The solid
line represents the levels of the ICI. The dotted line represents the annual rate of
growth of the IPI

series. Briefly stated, the selection of the cyclical turning points of a single
indicator is done in accordance with the following rules: a) the distance from
peak to peak or from trough to trough should be at least fifteen months; b)
the distance between two turning points of opposite signs should be at least
five months; c) if the indicator registers equal values around a particular
turning point, the rule is to choose the last one as the cyclical turn; d)
strike activity or other special factors should be ignored when their effects
are transitory and reversible. In 1971, these rules were formalized by G. Bry
and C. Boschan in an algorithm that we use in this paper. The business
cycle chronology of the IPI and ICI is presented in Table 2.

Figure 4 (a) presents the IPI series with the shading of recession with
the NBER methodology applied to the IPI and Figure 4 (b) presents the
same series with the shading obtained with the ICI series. Something can
be obtained from this first exercise. According to Figure 4, it seems that
some information about the changes in the dynamic behavior of the IPI se-
ries can be obtained from the dating of the ICI series business cycle, even
though the actual dating of both series are not so deeply correlated them-
selves. Basically, we can observe that the ICI has "too many” recession
periods compared to the IPI. We will come back to this regularity later
when analyzing the joint behavior of these two series. This approach is
merely descriptive of the data but nothing can be said about the current
state of the economy. The methodology is silent about the last six months
of the sample, making impossible to use this approach to forecast.



Table 2: Business Cycle chronology of the IPI and ICI, 1980-2003. Note:

P=peak; T=Trough

IPI ICI
T - 81/5
P - 82/1
T | 82/12 | 82/11
P - 85/12
T - 87/2
P| 91/11 | 89/7
T | 93/7 93/7
P - 95/1
T - 96,/6
P - 98/3
T - 99/3
P | 2000/12 | 2000/9
T | 2001/11 | 2001/11
P | 2002/9 | 2002/10
T | 2003/5 | 2003/7

Figure 4: The Industrial Production Index (IPI) of the Euro-area, 1980-2003

£y

EY

(a) Shaded areas represent classical busi-
ness cycle recessions of IPI

(b) Shaded areas represent classical busi-
ness cycle recessions of ICI

4 Markov switching models

A non-linear phenomenon such as a turning point must be detected with
a non-linear technique. We have previously seen the dating of the Euro-
area business cycle using the Bry-Boschan algorithm. In order to avoid the
drawbacks of that methodology, Hamilton (1989) proposed an algorithm
that incorporates the main distinctive feature of the recession periods, the
change in the data generating process of the data, from expansion to reces-
sion periods. The idea behind Hamilton (1989) is the following:



The main feature of a recession period vs. an expansion period is the
fact that the expected value of the rate of growth of the series of interest
(GDP, Industrial production, etc.) is different in one period versus the other.
In this case, we have already explained that we consider that the IPI is a
better series to describe the euro area economy. Then, denoting by Y; the
IPT series, and defining y; = 100 * In(Y;/Y;—1)

E(y;) = p if the economy is in an expansion

E(y) = po if the economy is in a recession

The reader might ask why do we look at the rates of growth of the series
and not at the levels. The Hamilton filter is defined on stationary series and
we have assumed that the IPI series have a unit root (any unit root test on
the series accepts the null of a unit root).

The two expected values depending on the state of the economy can be
rewritten in equation form as follows:

Yt = H1s, + uy (1)

Obviously, these two different expected values are not the only forces
driving the dynamic behavior of the series. There is autocorrelation in the
dynamics of the series. We capture that correlation allowing wu; to follow a
general AR(p) process. Therefore:

p
Up = Z Giup—; + € (2)
i=1

with € following a standard normal process.
Plugging (2) in (1) we get:

p
Yt = ps, + Z diur—i + €
=1

and substituting u;—; by its value defined in (1) we obtain:

P
Yt = ps, + Z Gi(Yt—i — ps, ;) + & (3)

i=1
Equation (3) is what is called in the Kalman filter literature, the ob-
servation equation, where the estimated value of the series y; is a function
of the unobservable variable S; which represents the state of the economy
taking the value of 1 in expansions and 0 in recessions. It is relevant to
show that, even though we have only two states of the economy, recessions
and expansions, the autoregressive components imply that more states of

10



the economy that just the one corresponding to period t are important for
describing the law of motion of y;. In particular, we will have 2P*! states of
the economy ”.

Obviously to estimate the model we need to propose the law of motion
for the unobservable variable. Hamilton (1989) proposes a Markov chain of
order 1 specification. This type of assumption implies that the

PT[St = j|St_1 = ’i, |Qt_1] = PT[St = j|St_1 = ’L] :pij (4)

where €;_1 represents all the available information in period t-1. Another
way of expressing what equation (4) means is to say that S;_; is a sufficient
statistic to derive the probability distribution of .S;.

What is clear from (4) is that the similarity of the form of (3) with
the Kalman filter framework is unhelpful. The law of motion for the state
equation is far from linearity and the non-linear form of this equation implies
that other techniques should be used to estimate the specification formed
by (3) and (4).

However, before getting into details on how the model can be estimated,
it is convenient to relate our work with previous papers in the literature that
deal with the Euro-area business cycle in the Markov switching context. In
our opinion, two major concerns arise from these papers:

1) All these papers consider that the IPI series are too noisy. Thus, they
smooth the series by taking a moving average of the series.

2) Some of these papers estimate what it is called a Markov switching
process in the intercept. This model implies an specification as:

p
ye = ps, + > biy—i) + € (5)
i=1

With respect to the first point, obviously, the series of the IPI are too
noisy and it is difficult to estimate a parsimonious model with this amount
of noise (see Figure 5) but smoothing the series with a moving average
representation generates all kinds of mispecifications.

Firstly, the model estimated needs at least as many lags as the number
of elements used in the smoothing. Secondly, the changes in regimes are
more difficult to interpret due to the smoothing and a change in regime in
period t will come from the influence of changes from t-x to t+x where the 2x
represent the order of the moving average. It is convenient to point out that
this concern also affects all the papers that deal with the series in annual
rates of growth taken as differences of order 12, because these differences
are no more than a moving average of differences of order 1.

Additionally, any model estimated with smoothed data implies that it
is no longer useful to predict the movements of the series of interest. At

"For a detail explanation of the number of necessary states the interested reader can
check Hamilton (1994)
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Figure 5: Monthly rates of growth of the IPI, 1980-2003

any point in time, the model uses information of the future, not available
until x period ahead. Unfortunately it is probable that in period t+x the
prediction about the state of the economy in period t is no longer a relevant
question.

With respect to the second point, a model such as the one presented
in (5) simplifies a lot the number of states. The model does not have any
more the 2P*! possible states with the correspondent complication in the
estimation, but we think that (5) could potentially contain serious mispeci-
fications. Suppose that there is a change in regime in period t, for example
the beginning of a recession. The data in period t-1 (still an expansion) is
still very high. The constant pg has to bring down the series to the recession
levels. However, in period t+1, when the data in period t is already low, the
constant does not necessarily has to bring the series to a lower level. The
model is misspecified exactly in the most interesting periods, the turning
points!

We propose a specification that estimates the data, with no smoothing
and with a specification that we think does not present any problems of
specification. We estimate the system using maximum likelihood.® The
idea of the estimation is as follows:

We want to maximize the likelihood function:

T
L= Inf(ylQ%)

t=1

8Details of the estimation procedure can be found in Hamilton (1994).

12



where f(y:|€2;—1) represents the density function of y; given the informa-
tion available in t-1.

Applying the total probability theorem and knowing that the two (or
the 2P) states of the economy have no intersection,

K
F@el Q1) = FwelSe =6, 1) % P(Sp = i 1) (6)
=1

where k = 2P,

Obviously, given that ¢, follows a normal process, f(y:|Si—1 = i, Q1)
follows a normal distribution, with mean given by (3) and variance given by
the variance of ;. The other term of (6) requires some additional decompo-
sition. Again applying the total probability theorem:

k
P(S; =i|%—1) = Z (St = 1]Si—1 = 7, %—1) * P(St—1 = j|Q%—1)

k
= ZPzg*P St 1—]|Qt 1) (7)
7=1

And now, applying Bayes theorem:
P(Si—1 = j|Q-1) = P(St—1 = jlyr—1,—2) = (8)

Fye=11St=1 = J, Qu—2) * P(Si—1 = j|Qi—2)
S (Y|t = i, Qo) ¥ P(Sp_1 = i)

As we can observe, equation (8) is basically a function of P(S;_1 =
|€%_2), which is the left hand side of equation (7) lagged one period. There-
fore iterating in (7) and (8), we get the likelihood function just as a function
of the parameters to estimate and the initial conditions on the state of the
economy in period 0, which can also be expressed as a function of the pa-
rameters to estimate.’

5 Empirical Results

We estimate the model stated in (3) and (4) for the IPI series. The results
are displayed in Table 3.

9 Although, from the derivations, it seems that there are different pij depending if we
go from each state i to each state j, it can be shown that for most of the states these
are 0 (some transitions are, by definition, impossible) and the others are just a function
of two parameters, p (the probability of going from expansion to expansion) and q (the
probability of a recession following a recession). For a detail explanation, see Hamilton
(1994).

13



Table 3: Parameters estimates of univariate Markov switching model. IPI. Stan-
dard errors are written in parenthesis on the right of the parameters estimates
IPI.

] Parameter \ ‘
11 0.2282  (0.0469)
142 -0.2494  (0.1306)
b1 -0.4600  (0.0544)
o 0.6709  (0.0592 )
P 0.9460  (0.0492)
q 0.9820  (0.0135)

Figure 6 plots the probability of being in a recession at each period of
time conditional on the information up to that period of time (what it is
known in the literature as filtered probabilities). We present two different
specifications. One is the estimation of the model with the original data.
The second is dummying out the clearly atypical observation in 1984:06
that is due to the clearly data in Germany which presents a decrease in
this month of more than 3% (42% on an annualized rate). This second
specification is the one displayed in Table 3. As we can see, out of a very
noisy signal, a simple markov switching specification without any kind of
data transformation, allows us to date specific periods as recessions.

In addition, considering a probability of being in a recession bigger than
.5 as a signal of recession we can date the peaks and troughs of the IPI
series in a very clear way, with the probabilities of being in each state close
to 1 or 0. In particular, Table 4 contains the NBER turning points and the
corresponding dates obtained from the MS model applied to the IPI. The
agreement between the two is very high. The MS model captures each of
peaks and troughs obtained applying the NBER procedure to the sample.

The dating of the business cycle with MS seems reasonable and in con-
cordance with other dating popular in the profession. As pointed out in the
introduction, there is an advantage of the dating coming from this method-
ology. It allows a real-time dating of the cycle, without having to wait a
number of months after period ”t” to know the state of the economy in that
period.

On the other hand, a major inconvenience comes from the use of the IPI
series. The series is published with some delay. The information about the
IPI in period t is not known until 2 months later. The problems associated
with the statistical delay can be clearly shown in an out of sample exercise.
We try the following exercise: We estimate recursively the model from 1992.7
(to capture at least part the recession of the 1990s and to allow for a sufficient
number of observations) to 2003.12 and we do a 3 periods ahead forecast for

14



Table 4: Business Cycles Dates of IPI. NBER and MS model estimated over full
sample, 1980-2003. Note: P=Peak; T=Trough.

IPI
MS | NBER
P | 80/5
T | 83/2 | 82/12
P| 92/6 | 91/11
T | 93/7 | 93/7
P | 2001/6 | 2000/12
T | 2002/2 | 2001/11
P 2002/9

each of the estimations (a 3 periods ahead forecast will be the probability of
being in a recession in period t+1 with the information available in period
t, which is dated in t-2). This is the probability of interest for us, namely
the probability that somebody doing the exercise in period t would assign
to having a recession in t+1.1 We plot those series in Figure 7 together
with in-sample probabilities shown in Figure 6.

As we can observe, the model predicts systematically late. Even if the
model is correct and perfectly describes the states of the economy the fil-
ter is useless for prediction because it predicts very late the future state.
Therefore, the statistical delay matters and matters a lot when the purpose
is more than just describing the past of the series.

In addition, the IPI series are subject to some revisions. Just using the
last three years of real time data, for some periods of time the growth rate
has gone from a preliminary estimation of negative to a final one which is
(we consider final as the last one available) positive.!t Out of these inconve-
niences it seems useful to use a more up to date series, not subject to such
revisions. As we previously explained, a good candidate is the ICI.

In order for the ICI to be useful to describe the properties of the IPI
series, movements of the ICI, in particular, the non linear movements of the
ICI have to be a good predictor of the dating of the IPI. However, we must
consider that the non-linear movements of the ICI do not necessarily implies
correlation of the dating of the ICI and the IPI. For example, suppose that

10The best exercise to do would be a real-time information exercise, i.e, with the IPI
series available at that period of time. We only have that information for the last three
years, therefore, so far, in the Euro-area that exercise is impossible to do. Efforts are
being made in the Eurosystem to construct real-time databases but that is still work in
progress.

"For example for the period 2002.05, the preliminary estimate was -.06 and the final
estimate is .45
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Figure 6: Filtered Probabilities of recession. Univariate Markov switching model
for the IPI. The solid line represents the estimation when the data are not corrected
by the 84.6 outlier. The dotted line represents the estimation when that observation

has been omitted and the shaded areas represents classical business cycle recessions
of the IPI, 1980-2003.

the ICI never gets above of .5 in the probabilities of recession. However, it
increases when the IPI has a recession. In this case, the “dating” of both
series would be uncorrelated but the ICI would be a good predictor of the
changes in the dating of the IPI.

At the same time, the probabilities of recession for these two series, could
have a non-linear relationship. Therefore, to consider, as it is commonly
done in the literature, that the fact that the correlation is high or low as a
good way of testing how appropriate one variable is to predict the non-linear
changes of the other might not be the most adequate approach.

We propose the following criteria. The ICI will be useful to predict
IPI changes of regime if the probabilities of these changes are affected by
the movements of the ICI. There are two ways of specifying this type of
dependence. The one that is the most popular in the literature implies to
use the ICI index as a explanatory variable for the transition probabilities of
the IPI and, with this predictive power over these transition probabilities,
try, once the data for the ICI are published, to estimate the most likely
state for the IPI variable in the current month. However, this was not a
successful strategy with our series, perhaps because of the high volatility of
our left-hand side variable, the IPI.

We try a different approach. First, we estimate jointly a Markov switch-
ing model for the IPI and the ICI. We estimate the model in first differences.
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Figure 7: Probability of recession. Univariate Model (MS)

Standard tests accept the hypothesis that the series have a unit root. In
addition, economic reasoning is in line with this specification. We have seen
that the series in level is correlated with the annual differences of the series
of the IPI. Therefore, the level of the ICI series contains information about
the past of the IPI series. In order to predict the future, variation of these
series will have information about the variation of the IPI series that we
want to predict. The estimated model is the following:

< Yt > _ ( WS+ >0 di(yr—i — S1e—i) > N ( €1t )
Tt vSo + S hi(wiy — vS9ry) €t

(2)-x(3)
€9t 0

where 7; is the growth rate of the IPI'? and x; is the rate of growth of the
ICT (first difference of the series), S1; has two values, 1 if y; is in a recession,
0 if y; is in an expansion. Sy; has two values, 1 if x; is in a recession, 0 if x;
is in an expansion. The results of this specification are displayed in the first
column of the Table 5.

The first question that we could address when looking at these results
and with the question of comovements could be: can the null hypothesis
that the series have the same inertia in terms of probabilities of staying
in recession of expansion be accepted? Can these characteristics be shared

121 all the bivariate specifications, we use the IPI data corrected by the atypical ob-
servation in 1984.6. The results are robust without correcting this observation.
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Table 5: Parameter estimates of four different types of bivariate specifications

Parameter Model 1 Model 2 Model 3 Model 4

41 0.25 (0.04) | 0.24 (0.05) | 0.30 (0.05) | 0.32 (0.05)
142 -0.20 (0.09) | -0.23 (0.11) | -0.19 (0.08) | -0.21 (0.09)
D1 -0.41  (0.05 | -0.41 (0.05) | -0.43 (0.06) | -0.44 (0.06)
o1 0.64 (0.05) | 0.64 (0.06) | 0.62 (0.06) | 0.60 (0.06)

P11(S1e) 0.98 (0.34) | 0.98 (0.46) | 0.95 (0.23) | 0.95 (0.24)

p22(S1t) 0.96 (0.44) | 0.93 (0.32) | 0.92 (0.23) | 0.92 (0.23)
1 0.24 (0.34) | 0.26 (0.32) | 0.61 (0.20) | 0.63 (0.21)
Vo -1.77 (0.89) | -1.66 (0.91) | -1.17 (0.24) | -1.18 (0.25)
o1 0.24 (0.09) | 0.24 (0.08) | 0.18 (0.07) | 0.18 (0.07)
P22 0.28 (0.07) | 0.27 (0.07) | 0.24 (0.07) | 0.25 (0.07)
099 1.53  (0.23) | 1.56 (0.22) | 1.47 (0.16) | 1.46 (0.16)

p11(S2t) 0.97 (0.66)

p22(S2t) 0.86  (0.34)
012 0.13 (0.12) | 0.13 (0.12) | 0.09 (0.11) | 0.10 (0.12)
1) 0.27  (0.19)

Notes:

Model 1 presents two independent Markov switching models as the
underlying law of motion of the data.
Model 2 presents two independent Markov switching models but sharing
the transition probabilities.
Model 3 presents the results assuming that that both series are determined

by just one unobserved Markov switching component.

Model 4 presents the results assuming that the true data generating process
is a mixture of model 2 and 3 with § been the weight of model 3 and (1 —¢)

the weight of model 2.

Standard errors are written in parentheses on the right of the parameters

estimates.
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between these two variables?

We estimate the model in (9) under the assumption that the two variables
share the probability of staying in expansions or recessions. The result is
that they do so, the hypothesis is accepted with a p-value of .21. The
second column of Table 5 gives the results of this estimation. Out of the
previous exercise, we have learned that the two series share the transition
probabilities. However, a more restrictive question can be tested. Do these
series share the state of the economy in each period of time? In terms of (9)
the question can be stated as: Is S = So; for each t?7 If this is the case, we
do not need two Markov process to describe the data because both series
move with the same unobserved variable. The model estimated under this
assumption is displayed in the third column of Table 5.

The problem is that, given that the two models are not nested, there is
no formal way to test this hypothesis, because obviously, the model, even
though is very restrictive with respect to the estimated with two independent
Markov processes, has the same number of parameters, therefore, none of
the formal tests can be applied in this case.

We propose a scheme to test how restrictive the assumption is that the
two series share the business cycle. To our knowledge, this scheme is also
another contribution of the paper. The method that we propose is the
following: We have estimated two different extreme models. On one side we
have estimated a model with two independent Markov switching models. In
a model like this, for the case of just two states (for presentation purposes we
forget about the need of 27 states although we are careful in the estimation
of taking all these technicalities into account), we will have 4 basic states:

P(Siy = 1,5:=1),
P(Si: = 0,5 =1),
P(S1: = 1,5 =0),
P(Si: = 0,5% =0),

with the probability of being in each state equal to the product of the
probabilities of being in each of the individual states:

P(Sy=1,854=1) = P(Sy=1)*P(Sy =1)
P(S1y=0,85 =1) = P(Sy =0)*P(Sy =1)
P(S1y=1,84=0) = (S =1)%P(Sy =0)
P(S1=0,85=0) = (S =0)x%P(Sy =0)

on the other side when they share the state of the economy, we could rewrite
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the probabilities of each basic state as:

P(S1y=1,5:=1) = P(Su=1)
P(S1:=0,5;=1) =
P(S1:=1,5;=0) =
P(S1:=0,5;=0) = P(S2%=0)

Obviously, given that they share the state of the business cycle, it is
impossible to be in state 1 for one variable and state 0 for the other or vice
versa.

Stated like we did above, we can see that the only difference between
sharing or not the state of the economy is localized in the form of the tran-
sition probabilities. We do not know which is the best model for the data.
Probably, the true data generating process would be a point between these
two extremes assumptions. In order to find this intermediate point we pro-
pose the following transition process:

P(Slt = 1782,5 =1 P(Sgt = 1) P(Slt = 1) *P(Sgt = 1)
P(S1t =0,8%% =1 — (1-9) 0 ey P(S1;=0)x P(S2 = 1)
P(Sltzl,SQtZO 0 P(SltZI)*P(SQt: )
P(Slt = O,Sgt =0 P(Szt = 0) P(Slt = 0) *P(Sgt = 0)

We estimate a model with this transition probabilities across states. The
important parameter is §. If we are closer to the independence of the states,
we will expect a § close to 1. If, on the contrary, the assumption of sharing
the state of the economy is not restrictive, we will expect a é close to 0. The
results are displayed in the fourth column of Table 5 and the probabilities
of being in recession for each variable are plotted in Figure 8.

Looking at Table 5, we can see that the § is closer to 0 than to 1. We can
even accept the null that § = 0, giving a clear statement that even though
the ”true” data generating process is in the middle, the assumption that
they share the business cycle is closer to reality that the independence of
the business cycles.

Figure 8 presents the probabilities of both series being in recession pe-
riods. Looking at the figures, it is clear that they do not match with the
ones presented in Figure 6. Relating these probabilities with the level of the
IPI series, It seems, that these episodes with high probability of recessions
are characterized by low, but not negative growth rates of the IPI series. It
seems that firms consider recessions, not only periods with negative growth
(as the classical definition of recession implies) but also periods with lower
than the long term trend rate.

This definition of recession is not new in the literature and has been pre-
viously defined as “growth cycle” or “deviation cycle” (Mintz,1969; Zarnowitz,1992).
The shaded areas of Figure 8 represents those periods (calculated with the
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Figure 8: Filtered probabilities of recession in the IPI. Bivariate Markov switching
model with a mixture of independent Markov states and the sharing of the state of
the economy (Model 4) and growth cycle recessions of TPI

Bry-Boschan algorithm on the detrended series of IPI) It can be observed
the strong concordance between the dating of the growth cycle of the IPI
and the dating obtained from the Markov-switching bivariate model applied
to the IPI and ICI. The bivariate (MS) model captures each of the NBER
growth cycle recessions in the sample. In addition, the bivariate model does
not generates false growth cycle dates. To complete the information about
this ”growth cycle”, figure 9 plots the IPI series with the trend used to ob-
tain the growth cycle, calculated with the Hodrick-Prescott filter (Hodrick
and Prescott, 1980).

We have now developed a filter for the joint behavior of the IPI and
ICI. Out of this filter we obtain the joint probabilities of recession for these
series, and, as stated in the univariate model, the filter implies a statisti-
cal definition of recession periods that allows making inference for future
periods. This has with an important advantage with respect to the univari-
ate model. In that case, we had to make inference about period t+1 with
information up to t-2. However, in the bivariate specification, there is in-
formation about one of the two series that allows updating the probabilities
in t-1 and t. Therefore, we can make inference about t+1 with series dated
in period t. With this model in mind we propose the following scheme for

1) In period t, estimate the bivariate model for the sample for which we
have available information for both series. This will imply estimating
the model for both variables up to period t-2.

2) With the probabilities of recession and expansion estimated for the last
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Figure 9: Level and HP trend of the IPI, 1980-2003

period of the estimation (t-2), use the transition probabilities stated
above for predicting the probabilities of being in recessions and expan-
sions in t-1.

3) Update those probabilities using the data for the ICI in t-1.

4) With these probabilities, generate, using again the transition proba-
bilities, the probabilities of recession and expansions

5) Update those probabilities using the data for the ICI in “t”. These
last probabilities are our proposed best inference about the current
state of the economy.

In order to address the performance out of sample of this specification
we do the same exercise that we did in the univariate case. We estimate the
model recursively from 1992.07 to 2003.12 and we keep the out-of-sample
forecast using the proposed filter. The results are plotted in Figure 10,
where we plot the in-sample probabilities already plotted in Figure 8 and
these out-of-sample estimations. Both series are closer together that the ones
presented in Figure 7. The systematic delay has been corrected. However,
there is still a marginal delay. Obviously we are forecasting for t+1 with
information up to t. This is the minimum delay possible in forecasting.

In order to clarify how the delay has been reduced in the bivariate spec-
ification, in Figure 11 we plot the in-sample probabilities in each period for
both, the univariate and the bivariate model with the out of sample proba-
bilities lagged only one period. Clearly, we can observe that the delays have
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Figure 10: Probability of recession. Bivariate Model (MS)

been corrected in the bivariate case but not in the univariate model. In the
bivariate case we have the minimum delay (one period, due to the nature of
any forecasting exercise). In the univariate case the delay is bigger and it
is the summation of the forecasting nature plus the statistical information
delay.

Figure 11: Probability of recession
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(a) Univariate (MS) Model of IPI (b) Bivariate w(MS) Model of TPT
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6 Conclusions

We have proposed a new methodology based on Markov switching processes
for dating the business cycle in the euro-area economy. We think that our
methodology is a useful contribution to the literature because it allows us
to make inference about the state of the economy in period “t” with the
available information up to that period. For different reasons that go from
the need to smooth the data to publication lags, previous methodologies
were unable to shed light on the current state.

One of the key variables in our specification is the industrial confidence
indicator published by the Commission. We think that these series are
helpful for describing recessions and expansions in the past as well as being
a key for identifying the current and future states of the economy of the
euro area.
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