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Introduction

by Géraldine Mahieu and Massimo Suardi:

BACKGROUND

Better understanding the determinants of inflation in the new EU Member States (NMS) was the aim of the
workshop organized by the Directorate-General for Economic and Financial Affairs (DG ECFIN) of the
European Commission on 22 October 2008 in Brussels. The workshop brought together participants from
academia, central banks, ministries of finance and permanent Member States' representations to the European
Commission.

The surveillance of the EU and national economies is at the core of DG ECFIN's responsibility. Before the
financial crisis hit Europe, high inflation had emerged as one major economic challenge in several Member
States, even before the most recent energy and food price shock. Inflation had increased most visibly in countries
with fixed exchange rate regime, in a context of buoyant domestic demand, largely fuelled by high rates of credit
growth. Wage-price spirals had taken roots in a number of countries, leading to a visible deterioration in their
international price and cost competitiveness. For new Member States with a fixed exchange rate regime, ,
inflation emerged as the main obstacle on their way to the euro in the boom period.

The workshop happened to take place during the possibly most acute phase of the financial crisis, following the
Lehman Brothers' demise in mid-September 2008. By then, the crisis had dramatically changed the economic
landscape and the priorities of policy-makers, including in the NMS. With respect to inflation, the deceleration
of global economic activity, abrupt falls in commodity prices and rapidly decelerating credit growth (as a result
of the global credit crunch) had already started to put a lid on inflation pressures in most NMS. While much of
the public and policy-makers attention had started to focus on immediate measures to handle the crisis and pull
these countries out of recession, the workshop provided a timely forum to discuss how persistent inflation in
those NMS could be in this new environment, and to draw some lessons that will no doubt prove useful in the
future.

The drivers of inflation dynamics in NMS are indeed arguably more complex to discern than those in the 'old'
Member States. First, 'traditional' determinants (external price shocks, cyclical conditions, inflation expectations,
etc.) of inflation interplay with transition effects and long-term catching up dynamics, as well as with ongoing
factor and product market integration with the EU; second, relatively short statistical series and structural breaks
complicate the statistical analysis; third, EU accession has required adjustments of excise duties and indirect
taxes, which have temporary but substantial impact on inflation.

Against this background, the workshop discussed cross-country and quantitative analyses of the determinants of
inflation in the NMS, focusing in particular on three broad questions. First, the workshop attempted to assess the
relative importance of external versus domestic drivers of inflation. External shocks such as the increase in
energy and food prices, globalization or EU accession have clearly significantly affected inflation in NMS. NMS
are typically small and very open economies. As they are on average at a lower level of economic development
than 'old' Member States, food and energy represent a higher share of consumer spending. At the same time, the
diversity of countries' inflation performance suggests that endogenous, country-specific factors, notably strong
domestic demand pressures and accelerating wages and unit labour costs, have also significantly contributed to
inflationary pressures in some NMS.

A second question of interest was to ascertain more specifically the specific role of catching-up and transition-
related effects in observed inflation developments. More specifically, it is important for policy-makers to know
to what extent price developments are driven by equilibrium phenomena, reflecting their lower initial price level
and their ongoing catching-up process, as opposed to demand-supply disequilibria. Replying to this question
implies gauging the magnitude of the so-called "Balassa-Samuelson effect", but also the effect of other structural
changes associated to real income catching-up (such as an increased weight for services in consumption and

! We thank Anton Jevcak for his help in reviewing and providing very useful comments on the papers contained in this volume.



rising demand for higher-quality goods and services,...). It also implies analysing the other elements driving
price level convergence, including price deregulation, changes in the level of public subsidies and accession-
related taxes.

The third question explored in the workshop was the role of policies in determining the dynamics of inflation in
NMS. Differences in the stance of monetary and fiscal policy (including via the determination of public wages),
as well as structural policies impacting on competition or markets flexibility are likely to have contributed to
different inflation patterns in NMS. An issue of special interest in this context was to ascertain the impact of
different exchange rate regimes.

THE PAPERS AND DISCUSSIONS
EXTERNAL VERSUS DOMESTIC DRIVERS OF INFLATION

In his paper "Driving forces of inflation in the New EU 10 Members", Emil Stavrev decomposed inflation
drivers between factors common to all NMS and factors specific to each country (by means of a generalized
dynamic factor model). The decomposition was achieved via a panel estimation of the common factors driving
inflation across countries and country-by-country estimations of the country-specific component. 65% of
inflation was found to be ‘common‘, of which 40% (around " of total inflation) could be explained by price
level convergence, changes in interest rates (EU integration) and energy inflation. In the country-by-country
estimations, the key variables were the output gap, real interest rates, and the nominal effective exchange rate.
They explained between 30 and 84% of the country-specific inflation components (on average around 50%).

John Beirne, in his paper "Vulnerability of inflation in the New EU Member States to country-specific and
global factors", used a GMM-System panel estimator to assess the relative importance of country-specific and
global factors in explaining inflation in NMS over the period 1998 to 2007 (quarterly data). By contrast to the
previous paper, this paper suggested that country-specific factors (such as exchange rate, productivity growth,
government consumption, capital growth, current account balance, stock market capitalization, domestic credit
and reforms on price liberalization) dominate global influences on inflation in the CEECs. External factors
having the largest impact included energy prices, food prices, and EU accession in the 2002-2007 period.
Interestingly, the paper did not observe any statistical relationship between unemployment and inflation in the
NMS.

In his paper "Inflation in the New EU Countries from Central and Eastern Europe: Theories and Panel
Data Estimations", Karsten Stachr discussed a number of theories of inflation, including some of particular
importance for catching-up economies. The theories and explanations of inflation were grouped under four
headings: (i) institutions and policies, (ii) structural factors, (iii) business-cycle factors and (iv) shocks. The
explanatory power of the various theories was then assessed using, as in Beirne's paper, the GMM-System panel
estimator but on annual (rather than quarterly) data for 10 CEE countries in 1997-2007. The results pointed to
imported inflation, the Balassa-Samuelson effect, the size of the government and the current account balance as
statistically significant drivers of inflation in the CEE countries. The inflation process was also found to have a
substantial autoregressive component (of the size 0.3-0.5), suggesting possible inertia in price and wage setting
and backward-looking price expectations.

In his discussion of the papers, Reiner Martin pointed out that these papers covering many aspects of inflation in
the EU NMS were well-suited for the first session. Emil Stavrev paper's was however lacking some important
aspects of inflation in these countries, notably the role of structural policies and public finances, while the second
paper (initially the papers by J. Beirne and K. Staehr formed only one paper but was split into two following the
discussants' comments) appeared overburdened with numerous variables and a range of somewhat eclectic
estimations methods. Reiner Martin also stressed that, while cross-country studies were providing useful
information, current key policy questions seemed to require more detailed country-specific information.

The second discussant, Tatiana Fic suggested that the determinants of inflation, the models and specifications in
the papers of J. Beirne and K. Stachr could have been selected more carefully. She considered Emil Stavrev's
modelling strategy as elegant and transparent, but noted that the criteria for selecting the drivers of common and
country-specific components should be specified and the numbers of variables considered could be extended.

In the subsequent discussions, it was stressed that the different conclusions of the two papers regarding the
importance of common versus country-specific factors was largely semantic. Specifically, the Balassa-



Samuelson effect was considered as a country-specific shock in the paper of J. Beirne and K. Staehr but common
in the E. Stavrev's paper.

CATCHING-UP AND TRANSITION-RELATED INFLATION

The paper "Catching-up and transition-related inflation: the Balassa-Samuelson effect revisited" by
Dubravko Mihajlek and Marc Klau aimed at estimating the Balassa-Samuelson (BS) effect for eleven countries
in Central and Eastern Europe (all NMS and Croatia) on a disaggregated set of quarterly data covering the period
from the mid-1990s through the first quarter of 2008. The paper concluded that the BS effects were clearly
present: 25% of inflation differential between new EU member states vis-a-vis the euro area and 50% of
domestic relative price differentials between non-tradable and tradable industries could be explained by the BS
effect. Nevertheless, the effect was found to decline in the more recent period observed, most probably due to
real convergence process. Further, the authors claimed that the BS effect was stronger in the Central European
countries (Slovakia, Slovenia, Lithuania, Hungary, Estonia, Poland) than in Southern European countries
(Bulgaria, Croatia, Romania). They also argued that the Slovak and Slovenian experiences showed that it was
possible to fulfil the Maastricht inflation criterion even in the presence of a relatively strong BS effect (larger
that 1.5 percentage points). The authors however stressed that the large measurements errors and high room for
discretion in transforming data and applying estimation procedures invited utmost caution in drawing policy
implications based on estimates of the BS effect. Following suggestions from the discussants, the authors split
the data into two sub-periods. However, results were mixed and did not provide any clear general indication on
changes in the size of the B-S effect.

In his paper "Catching-up and transition related inflation", Balazs Egert provided a detailed account of
stylized facts regarding the determinants of inflation in NMS and used Bayesian model averaging techniques to
assess the relative importance of these factors on observed inflation rate in the Central and Eastern Europe. By
contrast with D. Mihajlek and M. Klau, Egert found that the BS effect was not an important inflation driver in
either the old or the new member states. Other structural factors affecting goods and services prices, monetary
aggregates and cyclical and external factors appeared to matter much more than the BS effect. Moreover,
regulated prices, house prices, food prices, nominal exchange rate and the output gap were found to be important
in explaining inflation developments in Europe.

In the subsequent discussion, Lina Bukeviciute argued that the difference in results between the two papers was
related to different methodological approaches, data frequency and definition of tradable and non-tradable
sectors. She pointed to possible shortcomings in the methodology used in the two papers, notably regarding
possible non-stationarity of variables and structural breaks in the first paper, the need to consider additional
variables in both papers. Moreover, output gap estimates were not reliable. She suggested grouping data into
various panels in order to study the cross-country differences (hard-peg versus floaters NMS, old MS). She
concluded that, while the BS effect was an appealing economic theory, the estimates of this effect were
surrounded by such a high degree of uncertainty that they seemed to be of limited use for practical economic
policy making.

The general discussion mainly focused on the reasons behind the different conclusions of the two papers. The
authors deemed that part of the differences could come from the different methodologies used, the classification
between tradables and non-tradables and the time period considered. In addition, the results may vary largely
from country to country, implying that country-specific studies are also needed to reach more reliable policy
conclusions.

ROLE OF MACROECONOMIC AD STRUCTURAL POLICIES

In their paper "Is persistence a driving force of inflation in the new EU Member States?", Michael Franta
Branislav Saxa and Katerina Smidkova compared inflation persistence between the countries that joined the
European Union in 2004 and 2007 and selected current members of the euro area. Using two inflation
persistence measures (one based on a simple univariate statistical model of inflation with time-varying mean and
the other assuming that inflation follows a fractionally-integrated process and measuring inflation persistence
within an ARFIMA model), the authors identified two different groups of countries within the New Member
States. The first group (consisting of Bulgaria, Cyprus, the Czech Republic, Malta, Romania, and Slovakia)
displayed a very similar degree of inflation persistence compared to the current euro area members, suggesting a
comparable reaction to inflationary shocks. By contrast, the second group (the Baltics, Hungary, Poland and
Slovenia) exhibited a very high level of inflation persistence, which would make it more difficult to fulfil the
Maastricht inflation criterion for these countries.



The paper "Inflation forecasting in the New EU Member States" by Olga Arratibel, Christophe Kamps and
Nadine Leiner-Killinger presented stylized facts on monetary versus non-monetary (economic and fiscal)
determinants of inflation in NMS as well as formal econometric evidence on the forecasting performance (for
inflation) of a large set of monetary and non-monetary indicators. In line with previous research for the euro
area, monetary indicators were found to contain useful information for predicting inflation at longer horizons
(three years). It was, however, difficult to find models that significantly outperform simple benchmarks at
shorter time horizons.

In the subsequent discussion, Alf Vanags criticised the blind use of statistical techniques and emphasized the
importance of taking full account of country-specific information. For the Baltics, in particular, the inclusion of
national or regional characteristics would have led to significantly different conclusions on inflation persistence,
he argued. Massimo Suardi also pointed out the need to account for countries' heterogeneity and emphasized the
promising results of the inflation forecasting paper which suggested that, depending on the time horizon,
different “drivers of inflation” may be at work in the New Member States.

The general discussion mainly centred on the possible policy conclusions which could be drawn from the papers.
While some participants argued that the tools available to policymakers were limited (e.g. because monetary
aggregates or credit are not fully controllable, especially in countries with fixed exchange rate regimes), it was
generally deemed that the stylized facts presented may serve as a useful benchmark for policymakers.

CONCLUSIONS

The workshop confirmed the challenges posed by the analysis of inflation in NMS, notably because of short data
series and structural breaks. It also confirmed the need to look carefully at the statistical properties of data series,
something that was emphasised in some papers but not all. Finally, while cross-country studies were useful as
they notably allowed exploiting larger data bases and looking for common factors, country-specific studies
remained indispensable to inform the policy debate and actions at national level.

Notwithstanding these challenges, the workshop confirmed the complex nature of the inflationary process in
NMS. First, both structural and transition-related drivers (relative price level, changes in regulated prices, quality
and demand effects...) and the business cycle appear to play a significant role. From an empirical point, it is not
obvious to determine clearly the relative weight of these two sets of factors during a fast catching-up process as
the one that characterised NMS before the financial crisis. Second, estimates of BS effects are subject to large
measurements errors and seem to have, at best, a relatively limited impact on inflation in NMS, and thus to
explain only a fraction of the observed empirical correlation between income and price-level convergence. Third,
monetary variables and financial deepening (interest rate, money growth) were also identified to be important
determinants of inflation. However, none of the papers provided robust econometric evidence on a significant
effect of the exchange rate regime. Finally, several authors stressed the importance of structural reforms in
labour and product markets, in particular to reduce inflation persistence.
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Forces Driving Inflation in the New EU10
Members

Prepared by Emil Stavrev

ABSTRACT

The paper analyzes the forces driving inflation in the new EU10 member countries. A significant part of headline
inflation in these countries is due to common factors, such as price level convergence and EU integration.
However, idiosyncratic factors have also played a role in the inflation process. These factors are related to the
country-specific financial conditions, pass-through from foreign prices, and demand-supply situation in each
country, although administered price adjustments and increases of indirect taxes associated with EU accession
are also likely to have played a role.

JEL Classification Numbers: C13, C33, E31, F15
Keywords: inflation, generalized dynamic factor model, price convergence

Author’s E-Mail Address: estavrev@imf.org
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1 INTRODUCTION

The new EU10 member states from Eastern Europe (NMS) are under the obligation to adopt the euro some time
in the future.2 The Maastricht inflation criterion requires that inflation in a member state applying for euro entry
should not exceed the average inflation rate of the three countries with the lowest inflation rate in EU plus 1%
percentage points. However, over the past ten years, with some exceptions, inflation in the NMS has exceeded
the Maastricht inflation criterion most of the time.3 Also, following a disinflation trend since the mid-1990s,
over the past couple of years, inflation in most NMS has trended up and with the exception of Poland and
Slovakia is currently above the inflation criterion.

A better understanding of the inflation process is important from a broader policy standpoint. In particular, for
policy makers it is useful to know the degree to which inflation has been driven by common factors that affect all
NMS as opposed to country-specific factors related to domestic aggregate demand/supply conditions. In that
regard, the integration in the EU increased the confidence of investors and allowed the NMS to borrow in the
international capital markets, stimulating an economic boom, which may have affected inflation beyond the
country-specific cyclical factors. Beyond these considerations, inflation is also costly. High inflation results in a
redistribution of wealth from those with fixed incomes to those with flexible incomes (from lenders to
borrowers) and reduces real returns on savings and investments.

The factors driving inflation dynamics vary depending on the time horizon. Over the short term, the structure of
the consumption basket plays an important role for headline inflation. For example, for given commodity price
shocks, headline inflation will be higher in countries with higher energy and food price shares in the consumer
basket. Over the medium term, business cycle fluctuations are important determinants of inflation. Administered
prices and indirect tax changes may also contribute to country-specific inflation over the medium-term, as NMS
policies are synchronized with the EU requirements. Over the longer term, factors such as convergence of price
levels across countries become a more important driving force.

This paper analyzes the forces driving inflation in the 10 NMS. The analysis suggests that a significant part of
headline inflation in the NMS is driven by common factors, such as price level convergence and EU integration.
Country-specific factors however, have also played a role in the inflation process. These factors are related to the
financial conditions, pass-through from foreign prices, and demand-supply situation in each country, although
administered price adjustments and increases of indirect taxes associated with EU accession are also likely to
have played a role.

The remainder of the paper is organized as follows. Section II briefly summarizes related literature. Section III
provides background information about inflation dynamics in the new NMS. Section IV describes the
methodology and the data. Section V discusses the results, while Section VI concludes.

2 RELATED LITERATURE

There is an ongoing debate in the literature on the importance of common versus country-specific determinants
of inflation. Rogoff (2003) for instance, argues that as a result of globalization the level of inflation has declined,
partly through increased competition, but also through the political economy process that drives long-term
inflation trends. He maintains that competition tends to make factor and output prices more flexible, reducing the
real effects of monetary policy surprises. Thus , central banks have less incentives to inflate, which enhances
their anti-inflationary credibility. According to Borio and Filardo (2007) and Razin and Binyamini (2007), global
economic slack has significant explanatory power for domestic inflation and its role has been growing over time,
especially since the 1990s. However, IThrig and others (2007) find no evidence that the trend decline in the
sensitivity of inflation to the domestic output gap observed in many countries owes to globalization.

% Slovenia already adopted the euro in January 2007 and Slovakia is scheduled to adopt it in January 2009.

* Exceptions are Poland from August 2002 to August 2004 and from January 2006, Slovenia from January 2006 to July 2007; Lithuania from
January 2000 to December 2004, Latvia from January 2001 to December 2003, and Czech Republic from August 2002 to November 2007,
when inflation was strictly below the Maastricht criterion.
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Several studies have dealt with the relative importance of domestic versus common determinants of inflation of
the EU countries. For example, Stavrev (20006), applying a GDFM framework, separates country-specific and
common components of inflation in NMS8 and estimates the factors driving country-specific inflation. Mody
and Ohnsorge (2007), using a sample of EU25 countries, identify common time and sectoral trends and find that
the common, cross-border sources of inflation increase, reducing the extent of domestically-generated inflation.
They show that country-specific inflation in the NMS is higher than that in the old EU members and find
evidence that a lower initial price level is associated with higher subsequent inflation. Choueiri and others (2008)
in a panel of EU25 countries separate common from idiosyncratic components of inflation and find that cross-
country differences in common inflation within the EU depend on gaps in the initial price level, changes in the
nominal effective exchange rate, the quality of institutions, and the flexibility of the economies.

This paper utilizes a two-step approach in analyzing the forces driving inflation in the NMS. In the first step, it
decomposes inflation into common and idiosyncratic components, using a generalized dynamic factor model due
to Forni and others (2000). By allowing for autocorrelation of the dynamic factors, GDFM is better suited to
isolate the unobserved common component of inflation than other filtering methods. In the second step, the
paper identifies the driving forces of common and country-specific inflations by regressing them on a set of
macroeconomic variables that capture the common and country-specific shocks.

3 INFLATION DYNAMICS IN MNS: BACKGROUND

The NMS countries are more energy intensive and have a significantly higher share of food prices in their
consumer baskets than the old EU members (Table 1). In terms of energy intensity, measured by the CPI weight
of energy consumption, the NMS, on average, consume about 50 percent more energy than the old EU countries.
Regarding the share of food prices, it ranges from 50-60 percent higher in Czech Republic, Slovakia, Estonia,
Poland, Slovenia, and Hungary to about 100 percent in Latvia and Lithuania, and to over 120 percent in Bulgaria
and Romania.

Table 3.1 NMS and Euro Area: Energy and Food Intensity 1/

Energy Liquid fuel Food
Share in CPI basket, in percent

Bulgaria 14.7 4.9 31.6
Czech Republic 13.9 3.9 17.7
Estonia 13.9 6.1 21.4
Hungary 13.0 5.2 18.7
Latvia 12.9 3.6 28.5
Lithuania 14.0 4.7 28.1
Poland 14.9 4.6 22.8
Slovak Republic 16.7 34 18.8
Slovenia 12.7 8.0 17.3
Romania 14.7 4.9 31.6
Euro Area 8.8 4.8 14.4

Sources: Eurostat; and IMF staff calculations.
1/ Average for 2000-2008.

Consequently, commodity price shocks have a much more pronounced effect on headline inflation in the NMS
compared to the old EU countries (Figures 1 and 2). In particular, over the past several years food and energy
inflation contributed slightly less than 40 percent to headline inflation in the euro area, while it contributed close
to 60 percent in the NMS.
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Figure 3.1 Euro Area: Contribution of Energy and Food to Headline Inflation
(Inflation in percent; energy and food in percentage points)
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From a policy standpoint however, of interest is the degree to which commodity prices trigger an indirect impact
on underlying inflation. To gauge the importance of food and energy as potential sources of indirect (second-
round) effects to underlying inflation, a tri-variate vector autoregressive model (VAR) comprising food, energy,
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and core inflation (HICP excluding energy and all food) for each country is used.4 The results suggest that
commodity prices seem to impact core inflation in most of the NMS, either through domestic energy or food
prices or both, but the effects are not large. Exceptions are Estonia and Slovenia, where, as in the euro area,
commodity prices seem to have little impact on underlying inflation. In Bulgaria food prices seem to be the
cause of the indirect effects, in Lithuania, Latvia, Hungary, and Slovakia energy prices are responsible, while in
the Czech Republic, Poland, and Romania both food and energy prices are behind the indirect effects on
underlying inflation.

Also, the stability of inflation expectations plays an important role in inflation dynamics. To determine how well
anchored inflation expectations in the NMS are and the factors that affect them, a pooled regression is used. In
particular, inflation expectations (measured by the EC consumer surveys) are regressed on energy, food, and
core inflation. The results suggest that inflation expectations in the NMS are in general well anchored. Energy
and core inflation have little impact on inflation expectations, while food inflation has a significant but relatively
small effect (one percentage point higher food inflation increases inflation expectations by 0.1 percentage
points).

4 METHODS AND DATA

Inflation in the NMS may be driven by both common and country-specific forces. Common inflation may be a
result of common shocks hitting the global economy. Commodity price increases is an example of such global
shocks. However, there may be other common factors at play in the NMS. In particular, as all of these countries
started their transition to market economy with significantly lower price levels compared to the old EU members,
the process of convergence to their new equilibrium level would affect inflation. Also, while not fully orthogonal
to the price level convergence, the economic boom associated with the EU membership is also expected to play a
role, which may go beyond the impact of the normal cycle.

The analysis of the determinants of inflation in the NMS is carried out in two steps. First, inflation is
decomposed into a component common to all NMS and a component which is specific to each country. The
separation into a common and country-specific components is done using the generalized dynamic factor model
(GDFM). In the next step, the determinants of common inflation are estimated in a panel setup, by regressing the
common factor on variables that capture the effects of common driving forces. Specifically, commodity prices,
initial price levels of NMS, and proxies for the role of EU integration.

The NMS differ considerably in their exchange rate regimes. In particular, the Baltics and Bulgaria are at the one
extreme with the most rigid exchange rate regimes (currency boards or a peg with a very narrow band in Latvia),
while the rest are at the other end with fully floating (or managed, as in Hungary for most of the sample period)
exchange rates. Therefore, before proceeding with the analysis, it is worthwhile looking whether the differences
in exchange rate regimes could potentially dampen the effects of the common factors discussed above on
inflation. As the number of the NMS is small (10 countries), an econometric estimate of the impact of the
exchange rate regime on inflation is not feasible. Nevertheless, the role of the exchange rate regime could be
assessed by looking whether it is correlated with inflation after controlling for the income level. The results in
Figure 3 suggest that the exchange rate regime does not seem to be a significant driver of inflation in the NMS,
as given the income level, countries are randomly distributed around inflation-income line.

* The VAR model is estimated using monthly seasonally adjusted data for the period January 2000 to June 2008. The indirect effects on core
inflation are estimated using domestic energy and food prices. This is done with a view of filtering the effect of short-term volatility of
international energy prices that are not passed onto domestic energy prices. The pass-through from international commodity prices into
domestic energy and food retail prices is determined by several factors. In particular, exchange rate movements, as domestic prices are priced
in local currency, taxes and subsidies on fuels and food, and the cost structure of domestic production of energy and food, as labor costs
account for a large share of their production.
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Figure 4.1. NMS: Price level, Inflation, and Exchange Rate Regime
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4.1 GENERALIZED DYNAMIC FACTOR MODEL

As a first step, to separate inflation in NMS on a common and country-specific components, the paper applies
the GDFM methodology developed by Forni and others (2000).

The GDFM is well suited to macroeconomic that are driven to a considerable degree by common shocks. For
example, among others, Stock and Watson (1988, 1989) find factor models useful in disentangling a small
number of common shock that are behind the covariation of the major macroeconomic time series (output,
prices, interest rates, yields, etc.). Cristadoro and others (2005), using inflation and financial variables for the
euro area countries, apply the GDFM model to estimate the underlying inflation. What the GDFM does is to
extract this smaller number of orthogonal common shocks by maximizing the part each additional shock explains
in the variation that remains unexplained by the previous shock.

Consequently, inflation in each country is represented as the weighted sum of the common shocks and a
variable/country-specific, or idiosyncratic component. The common component is driven by a small number of
common shocks, which are the same for all the cross section, but possibly translated into the common-
component inflation in each country with different coefficients and/or lag structures. By contrast, the country-
specific (idiosyncratic) component is driven by country-specific shocks. As a result, overall inflation in each
country is the sum of the common and the idiosyncratic component as in:

X, =x;,+0,, =b(L)v,+0,, (1)

c
X, .. X, 0. .
where %! is individual country’s inflation, ~ % is the common component, */ is the mean zero country-

. A" . . ..
specific component, ’ is a vector of size q of common unobservable dynamic factors driving the common

b. . . . .
component, ' is a vector of loading factors, which are specific to each country and shock ¢. Note also that the
country-specific component, ©
and ¢.

;¢» is orthogonal to each element of the vector of common factors, V,, for all i

The above assumptions are crucial for the decomposition of a country’s inflation into common and country-
specific components. They mean that covariation of inflation among countries is due to the effect of ¢ common
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unobservable factors, while variation of inflation in each individual country is due to the variation of the
country-specific factors plus the variation of the common factor.

4.2 MODELING COMMON AND COUNTRY-SPECIFIC COMPONENTS
In the second stage, the common and the country-specific components derived from the first step are modeled.
4.2.1 Common component

Several common factors (shocks), which can be global or regional in nature, can drive the common component
of inflation in the NMS. In particular, such factors include differences in initial positions at the beginning of the
transition process (price and income levels), commodity price shocks, EU integration process, and policies.

The effects of the common factors on common inflation in the NMS is analyzed using a pooled regression. In
particular, the common component estimated from the first stage is regressed on several variables that are used
as proxies for the common shocks discussed above. In particular,

c _ e
X, =0 + 181Pi,1998 + ﬂZAr;',t—] + 133”1',;—1 +&, 2)

c

X, . e . . P . .
where " is the common component of inflation estimated in the fist step, ~ 1998 is the price level of NMS
e

. . AV . S o
relative to EU15 in 1998, = -1 is the change in interest rates, and T is energy inflation.

As a proxy for the effect of the initial price levels, the 1998 level of relative prices is used. This variable
measures the gap between an individual country’s price level and the EU15. It is supposed to capture the effects
of price adjustments that are required to achieve the price level of EU15 countries over the medium to longer
term (this variable could also capture to some degree effects of real income convergence). The forces behind
price level adjustments may be different, for example, due to Balassa-Samuelson effect or quality convergence
of consumer goods as a result of product market integration.5 The change in interest rates is used as a proxy for
the effect of EU integration of the NMS, while energy prices are intended to capture the effects of global
commodity price shocks.

4.2.2  Country-specific component

The idiosyncratic component of inflation is modeled separately for each NMS by regressing the country-specific
component from the first stage on variables intended to capture shocks specific to each country. In particular,

+V

0, =0+Y,y,, +Y,Aneer, | +Y;rr,_, + [33717/ ' 3)

it-1

0, . o . Aneer,_, . : .
where ! is country-specific inflation, Vi is output gap, =1 is percent change of nominal effective
L L7
exchange rate, * ! is real interest rate, and * “/~! is foreign inflation.

In this specification, the country-specific inflation is modeled as depending on domestic cyclical conditions,
which are proxied by the output gap and real interest rates as well as on the openness of the economies which are
captured by the nominal effective exchange rate and foreign inflation. Notice also that the idiosyncratic
component of inflation in the NMS may be partially driven by changes in regulated prices and indirect taxes. For
example, Choueiri and others (2008) note, such policy-induced price changes may have significant contribution
to country-specific inflation in the NMS. In the above specification however, these effect are not explicitly
modeled and therefore are captured by the residual term.

5 Depending on the monetary policy setup in a particular country, the real effective exchange rate appreciation implied by the Balassa-
Samuelson theory will be split between nominal exchange rate appreciation and higher inflation.
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4.3 DATA DESCRIPTION

For the first stage GDFM estimates, the data set comprises 955 predominantly four-digit level HICP series for
the NMS over the period January 1998 till June 2008 at monthly frequency. Where four-digit level series are not
available, they are replaced with the next level of aggregation (about % of the total data set). All HICP data are
from Eurostat.

The following data transformations were done before applying the GDFM model. As the GDFM methodology
requires stationary series, first- and twelve-month difference of the HCIP components were used. Prior to
calculating the month-on-month percent changes, all HICP components were seasonally adjusted using the U.S.
Bureau of Labor Statistics X12 procedure. Finally, to ensure that the estimation results are not contaminated by
variables with high-volatility, the data for both month-on-month and year-on-year regressions were normalized
by subtracting their means and dividing by their standard deviations.

In the second stage of the estimation the following non-HICP data are used: industrial production (seasonally
adjusted), interest rates, nominal effective exchange rates (all three at monthly frequency), and price levels of the
NMS relative to EULS (at annual frequency). In addition to using monthly data, the models for the determinants
of the common and country-specific components were estimated with quarterly (country-specific component)
and annual data (common component) as well. In that case, the corresponding monthly data were averaged over
the respective periods to obtain quarterly or annual figures. In the quarterly models, industrial production was
replaced with real GDP figures. Nominal effective exchange rates, industrial production data for the majority of
the countries, and price levels are from Eurostat. The remaining industrial production data are from Haver
Analytics database.

5 DISCUSSION OF THE RESULTS

5.1 GDFM RESULTS

The number of common factors is determined by analyzing the spectral density matrix of the data. On Figure 4,
the cumulative share of the data variability explained by the largest four eigenvalues is plotted over the interval
[0, m]. Note that in the time domain, the frequency of 0.52 on the horizontal axis corresponds to twelve months.
The region to the left of that point correspond to periods greater than, while the region to the right to less than
twelve months. On the vertical axis, the area below the eigenvalues indicates the cumulative share of the
variance of the data set explained by each consecutive common factor.

As can be seen from Figure 3, the first common factor, corresponding to the largest eigenvalue, explains most of
the variation of the data over the medium to longer term in the frequency domain. In particular, the first common
factor explains about 65 percent of the data variability at a medium-term horizon and a slightly higher share,
about 70 percent, at shorter horizons. Notice the fast decline of the marginal contribution of each additional
common factor—the marginal contribution of the third principal component is considerably smaller than the
second. Following Cristadoro and others (2005) the threshold for identifying common shocks is chosen at about
50 percent, to avoid bias from excessive noise at the higher frequencies. Thus, the first factor is chosen as the
single dynamic common factor of inflation in the NMS. The remaining factors are assumed to contribute to the
country-specific components.
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Figure 5.1 Cumulative Share of Data Variance Explained by Common Factors
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The number of static factors is chosen using the algorithm proposed by Bai and Ng (2002). The algorithm
minimizes the sum of squared errors from the regression of the data on the static factors, subject to a penalty for
the sample size. The criterion reaches a minimum at 7 static factors. Given the selection of one common shock
from the spectral density analysis, this implies six lags for the dynamic common factor in equation (1).

Figure 5 plots headline and common component inflation derived from the GDFM model using one common
dynamic factor. In the time domain, the share of inflation variation explained by one dynamic factor varies
significantly across NMS. In particular, it explains about 15 percent in the Baltics, around 45 percent in the
Czech Republic and Slovakia, 75 percent in Hungary and Poland and over 80 percent in Bulgaria and Romania.
Adding a second dynamic factor increases the share of explained inflation variation to above 80 percent on
average for the NMS, suggesting that the two common factors are of different importance for each NMS.
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Figure 5.2 NMS: Headline and One Common Factor Inflation
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5.2 DETERMINANTS OF COMMON AND COUNTRY-SPECIFIC INFLATION
5.2.1 Drivers of common inflation

The estimates from the pooled regression discussed in Section IV B, suggest that the relative price level, EU
integration forces (proxied by the convergence of nominal interest rates), and energy prices explain over 40
percent of the variability of common inflation in the NMS.

Price convergence forces are found to play a significant role in explaining common inflation (Table 2). In
particular, half of the variability explained by the above factors is accounted for by the initial relative price level.
Consistent with price convergence, the estimated coefficient of the initial relative price level is negative and
significant. The estimated coefficient implies that in a NMS with a price level 30 percent below the level
observed in the EU15 countries, common inflation would be about 1% percentage points. This result is in line
with findings elsewhere in the literature about the impact of the relative price level on inflation in the NMS. For
example, Ashoka and Ohnsorge (2007) estimate the impact to be 1 percentage point.

Table 5.1. NMS10: Determinants of Common Component 1/

Relative price level Change in Enerev inflation Adjusted R-
in 1998 interest rates &y squared
Coefficient -0.05 -0.35 0.12 0.44
(0.02) (0.05) (0.01)

Source: IMF staff calculations.

1/ Dependent variable: common inflation derived from the GDFM model.

Interest rate change in percentage points; relative price level and energy inflation in percent.
Standard errors in parenthesis.

The effect of EU integration on common inflation, captured by the convergence of interest rates, is also found to
be significant. The estimated coefficient implies that a country that experiences a 1 percentage point decline in
interest rates would have about 1/3 of a percentage point higher. Finally, energy prices are also an important
determinant to common component inflation, with the estimated coefficient implying that a 1 percent increase in
energy prices accounts for 0.12 percentage points common inflation.

5.2.2  Determinants of country-specific inflation
In most NMS the idiosyncratic component is driven by cyclical factors, financial conditions, and openness
(Table 3). Overall, these factors explain about half of the variation of the country-specific inflation. Cyclical

factors, captured by the output gap are statistically significant in most NMS. Financial conditions, captured by
the real long-term interest rate are also a significant determinant of the idiosyncratic component.

22



Table 5.2 NMS: Determinants of Country-specific Component 1/

Real interest Nominal effective . . Adjusted R-
Output gap EU inflation
rates exchange rate squared
Czech Republic 0.08 -0.90 -0.04 n.s. 0.84
(0.03) (0.05) (0.01)
Estonia 0.16 -0.38 -0.08 n.s. 0.40
(0.05) (0.10) (0.02)
Hungary 0.12 -0.40 n.s. n.s. 0.40
(0.06) (0.07)
Latvia 0.1 -0.70 0.50 1.8 -0.70
0.07) (0.05) (0.05) (0.50)
Lithuania 0.05 -0.65 0.16 n.s. 0.70
(0.03) (0.06) (0.05)
Poland 0.20 -0.05 -0.03 0.60 0.30
(0.04) (0.03) (0.01) (0.20)
Slovak Republic n.s. -0.45 -0.20 n.s. 0.55
(0.05) (0.05)
Slovenia n.s. n.s. -0.11 1.30 0.40
(0.04) (0.40)
Bulgaria n.s. n.s. -0.40 3.00 0.35
0.12)
Romania n.s. -0.35 -0.16 1.00 0.45
(0.07) (0.02) (0.06)

Source: IMF staff calculations.

1/ Dependent variable: country-specific component of inflation, defined as headline inflation minus common
component inflation. Long-term interest rate in percent; the other variables year-on-year, in percent.
Standard errors in parenthesis. Statistically significant variables reported; n.s.—not stafistically significant

at 1 percent, 5 percent, or 10 percent.

6 CONCLUDING REMARKS

This paper decomposes inflation in the NMS on a common and country-specific components. The estimation
results suggest several conclusions. First, a significant part (about 65 percent) of inflation in the NMS over the
medium term is driven by common factors. Second, among the common factors, price level convergence and
convergence of real interest rates are significant determinants common inflation, as are commodity prices.

However, idiosyncratic factors have also played a role in the inflation process. Domestic cyclical conditions and

financial conditions play an important role for country-specific inflation in the NMS. Finally, pass-through
effects from foreign prices have also played a role.
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ABSTRACT

This empirical paper uses a GMM-System panel estimator to assess the vulnerability of inflation in the new EU
Member States to country-specific and global factors over the period 1998 to 2007, including an assessment of
the more recent 2002 to 2007 period. Using a large dataset of macroeconomic, financial and structural reform
indicators, the results suggest that country-specific factors such as exchange rate movements, productivity
growth, government consumption expenditure, capital growth, the current account balance, and reforms on price
liberalisation have strong effects on inflation. Global factors that have a notable effect include energy prices, and
particularly in the more recent period, food prices. Furthermore, inflationary effects of EU accession are
apparent in the 2002 to 2007 analysis. The magnitudes of the coefficients suggest that country-specific effects
dominate global influences on inflation in the CEEs. This holds across the full-period sample and the more
recent 2002 to 2007 period. These results have important policy implications for the group of countries
examined.
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1 INTRODUCTION

This paper provides empirical evidence for the causes of inflation in the new EU Member States. The specific
countries incorporated into the analysis are as follows: Bulgaria, the Czech Republic, Estonia, Hungary, Latvia,
Lithuania, Poland, the Slovak Republic, Slovenia, and Romania. Using a rich data source over the period 1998 to
2007, the methodology is based on the GMM-System panel estimator, helping to ensure econometrically
efficient results. A sub-sample analysis is also carried out for the period 2002 to 2007 to provide an insight into
the dynamic driving inflation more recently. The latter period also, of course, represents the period where all of
the economies are members of the EU.

This paper provides a comprehensive assessment of the causes of inflation using a quarterly dataset constructed
from a range of sources. Thus, the paper adds to the literature in three key respects. Firstly, the range of
indicators used ensures that all possible inflation determinants are taken into account (including country-specific
and common factors comprised of macroeconomic, financial and structural variables). Secondly, the
econometric technique is highly sophisticated and provides confidence in the magnitude and significance of the
estimation coefficients. And, thirdly, the estimation is undertaken simultaneously not only across a wide range
of indicators per country, but also across all ten CEE countries. In these three respects, the paper goes beyond
previous work carried out on this issue.

The remainder of the paper is structured as follows: Section 2 provides an overview of the context and
description of findings from some previous empirical studies on the issue. Section 3 provides a description of the
data and methodology. Section 4 sets out some preliminary analysis. Section 5 presents the main empirical
results. Finally, Section 6 concludes.

2 INFLATION IN THE CENTRAL AND EASTERN EUROPEAN COUNTRIES

This empirical paper is set against the context of a rising rate of inflation in many of the former Central and
Eastern European (CEE) economies. The recent trajectory of inflation in the CEEs has been upwards. An
important policy issue remains as regards the causes of the inflation surge. A better understanding of the causes
of inflation in these countries helps to ensure that appropriate policy responses are implemented. Given the aim
of the CEE economies to become members of EMU, high inflation has become a major obstacle given the
requirement in the Maastrict criteria for low inflation. More broadly, however, it is commonly understood that
high inflation can be detrimental to economies in terms of competitiveness losses. There exists a wide range of
possible reasons for the rise in inflation. These include reasons that could be considered to be country-specific
and other reasons that would be common to all countries. Country-specific effects, for example, would include
exchange rate developments, economic growth, the size of the government, the current account balance, the
tightness of the labour market, the exchange rate regime, and the degree of structural reform. Common shocks
would include global rises in energy prices, global rises in food, shifts in global monetary policy, and EU
accession.

While inflation has declined substantially from the relatively high levels of the late 1990s, since the period 2003
to 2005, inflation has started to rise again, particularly in Bulgaria, Estonia, Latvia, and Lithuania. In addition,
the downward trend in inflation in Romania and Slovakia appears to have reversed since around the middle of
2007. Graph 1 illustrates the evolution of the HICP inflation rate in the CEE countries since 2002 (monthly
annualised data).
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Graph 1 HICP Inflation in the CEE Countries, 2002-2008 (monthly annualised)
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The movement in inflation is closely linked to exchange rate developments. The conventional view is that fixed
regimes are most beneficial for developing economies with weak institutions. Crocket and Goldstein (1976)
note that the combination of a commitment to exchange rate stability and monetary growth helps to ensure the
control of inflation. On the other hand, where institutions are strong and central banks have independence,
flexible regimes in combination with inflation targeting frameworks can be appropriate (Calvo and Mishkin,
2003). Across all of the CEE economies, there was a trend appreciation of the real exchange rate. In countries
with a fixed exchange rate regime (Bulgaria, Estonia, Latvia, Lithuania), this appreciation was driven by
inflation. Where a more flexible regime was in place (the Czech Republic, Hungary, Poland, Romania,
Slovakia), the combination of inflation and nominal appreciation caused the real appreciation. This issue is
examined in the empirical work by incorporating a variable to reflect the exchange rate regime.

A further common reason cited for inflation in emerging economies is the Balassa-Samuelson effect, whereby
non-productivity related wage inflation takes place in the non-traded sector due to the mobility of labour
between the more productive tradable sector and the less productive non-tradable sector. There remains a lack of
consensus as to whether this holds for the CEE countries given that the services sector constitutes a much
smaller proportion of overall consumption in these economies and also that the non-traded sector has
experienced some productivity gains in recent years (e.g. Egert, 2002)."

In addition, the economies in the study have experienced strong levels of economic growth throughout the past
six years or so. Strong credit growth and increasing degrees of openness have also been characteristics of the
CEE economies, as well as associated widening current account deficits. All of these factors have been
accompanied by a process of structural reform, including measures to develop the banking sector, measures to
develop the infrastructural base, and an on-going process of price liberalisation. The combination of all of these
country-specific factors could make the economies more vulnerable to certain types of global price shocks, such
as energy price rises or food price rises. Previous studies on inflation in the CEE countries have tended to focus
either on only a few of the countries considered in this paper, or else a few of the inflation determinants, or some
combination of both. Some exceptions include de Grauwe and Schnabl (2004) who examine a large sample of
18 Central European economies across a number of macroeconomic variables only (using annual data). Their

8 Moreover, as argued by de Broeck and Slek (2001) in a study of the Baltic countries, the real exchange appreciation caused by productivity

growth in the tradable sector may not lead to competitiveness losses given that the national currencies were undervalued at the outset. A
similar argument is put forward in Caporale et al (2008).
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focus was on the impact of the exchange rate regime on inflation and output, and making the overall finding that
exchange rate stability is linked with low inflation in a low inflation environment, although this appears to break
down when inflation is already at a high level. Egert (2007) also provides a comprehensive assessment of the
drivers of the price level and inflation in the CEE countries, again focussing on macroeconomic variables at an
annual frequency. He finds a strong role played by cyclical factors and the exchange rate in driving inflation in
the transition economies. Notably, he also finds no evidence of Balassa-Samuelson effects. A further issue
highlighted by Bhagwati (1984) relates the rise in the price of non-tradables as being due to a capital deepening
effect whereby the capital-labour ratio rises.

The present paper amalgamates and expands the types of indicators used in previous studies in a simultaneous
framework, enabling a comparative analysis to be made across the indicators as regards the impact upon the
price level and inflation. The following section describes the data used, and the methodology, in more detail.

3 DATA AND METHODOLOGY

The data period runs from 1998 to 2007, using quarterly data’ for the following ten EU transition countries:
Bulgaria, the Czech Republic, Estonia, Hungary, Latvia, Lithuania, Poland, the Slovak Republic, Slovenia, and
Romania. The variables gathered for each country are as follows: HICP, nominal effective exchange rate, current
account deficit (%GDP), real GDP per capita, gross fixed capital formation, government consumption
expenditure, relative prices (CPI/PPI), unemployment rate(%), stock market capitalisation (%GDP), domestic
credit to private sector (%GDP), exchange rate regime arrangement, index of economic freedom, EBRD index of
infrastructure reform, and EBRD index of price liberalisation. The main source for the macroeconomic and
financial data is the IMF’s IFS dataset. Stock market capitalisation, domestic credit to private sector, and various
EBRD reform indices were attained from the EBRD Structural Indicators dataset. The exchange rate regime
indicator was sourced from the Reinhart and Rogoff classification (coded as 1 for fully fixed, 2 for crawling peg,
3 for managed float, and 4 for free float). The index of economic freedom was sourced from the Heritage
Foundation. All of these variables are predominantly ‘country-specific’. As a measure of some form of global
or common shocks impacting upon inflation, the following variables were constructed: energy price shock, food
price shock, interest rate shock, and EU accession. The energy and food price shock variables are constructed as
taking a value of 1 where the spreads of the respective energy and food price inflation rates relative to EU-27
average rates for these items are one standard deviation above mean. The interest rate shock is measured as the
spread between the 3 month rate and the US Treasury Bill rate (as a proxy for global monetary policy), taking a
value of 1 where the spread is one standard deviation above mean. The EU accession variable is represented as a
dummy taking the value of 1 after EU entry and O prior to EU entry. In total, therefore, the data covers 18
variables (14 country-specific and 4 global factors) across 10 countries over 10 years.

The empirical methodology to be pursued is based on the GMM-System panel estimator. The GMM approach
overcomes problems with more traditional forms of panel estimation (e.g. OLS) where there is a strong
likelihood the dynamic approaches will suffer from problems relating to autocorrelation, specifically that the
lagged dependent variable is correlated with the error term. This would, of course, mean that the least squares
estimator is inconsistent (even asymptotically).'® Since the bias in least squares estimation tends to zero over
time, our large number of cross-sections and relatively short time range makes it more of an issue of concern.

Using GMM, the cross-section specific fixed effects are eliminated with first-differencing. This leads to a
correlation between the first-differenced error term and the lag of the dependent variable. As a result, the lagged
level of the dependent variable is used as an instrumental variable. Arellano and Bond (1991) make the point that
lags of the dependent variables for two and more periods are also appropriate as instruments. This approach is
known as the GMM-Difference. This dynamic panel estimator uses the following specifically as instruments:
levels of the dependent variables lagged two and more periods, levels of the endogenous variables lagged two
and more periods, and first difference of the strictly exogenous covariates. This approach was criticised by
Blundell and Bond (1998) and Arellano and Bover (1995) on the grounds that levels may be poor instruments for
first differences if variables are highly persistent. They then propose a GMM-System estimator, where lagged

° Due to the availability of some of the variables at an annual frequency only, these have been interpolated to a quarterly frequency using
either the quadratic-match average or quadratic-match sum technique, as appropriate. Also, there are some missing observations at the start
of the data period, making the panel unbalanced for the 1998 to 2007 analysis.

10 The bias associated with least squares estimators in dynamic panels was perhaps first noticed by Nickell (1981).
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differences of the independent and dependent variables are used as instruments for the levels equation. The
empirical work is based on the following type of generalised equation:

Yit:aYi,t-l +X'i,tﬁl+ Vit € i= 1,....,N t= 1,....,Ti (1)

where Y is the dependent variable, X represents a vector of covariates, v are country specific effects and
€ is the error term.

Therefore, the empirical model pursued sets the HICP level (in logarithmic form) in the EU transition economies
as a function of both the typical macroeconomic factors as well as indicators of structural reform. The added
value of this type of approach lies mainly in the simultaneous nature of the estimation across a wide variety of
macroeconomic and structural reform indicators. As described above, first-differencing (1) eliminates v, leading
to the following Arellano and Bond GMM estimation:

DY = aDYi.; + DX 1+ DW'; ,+ Dey (@)

where D is the first difference operator.

The key difference between the GMM-Difference and the GMM-System lies in the treatment of instruments.
Whereas the former approach uses lagged levels in the difference equations, the latter estimator goes further by
using lagged differences in the level equations. Blundell and Bond (1998) note that this approach is preferable
particularly when T is relatively short. Moreover, when explanatory variables are persistent, the authors explain
that this approach is more efficient.'’ In terms of model specification, the GMM estimator is subjected to tests to
examine the validity of the instruments used. Specifically, the Sargan test for over-identifying restrictions (which
tests the null hypothesis that the over-identifying restrictions are valid) is conducted as well as a test of second
order autocorrelation (null of no autocorrelation). As well as this, the various estimations are based upon
heteroskedasticity-robust standard errors. The GMM-System models estimated are based on the one-step
method due to the poor small sample properties of the two-step estimation method.'? In addition, time-invariant
country-specific effects are controlled for in these models.

4  PRELIMINARY ANALYSIS

Prior to analysing the main GMM-System results, the headline GMM-System estimations were compared with
three alternative panel estimations as a means to validate the results.'”” To this end, pooled OLS, least squares
dummy variable (LSDV), and GMM-Difference panel estimations were performed, and compared to the baseline
GMM-System estimates.'* The rationale for the pooled OLS and LSDV estimations this was to provide an
upper and lower bound within which the GMM-System estimates should lie, while the comparison of the GMM-
System and GMM-Difference results provides an indication of the presence of weak instruments.

Across both the pooled OLS (common constant) and LSDV (which allows for country fixed effects) approaches,
it is known that the results are biased upwards in the case of the former approach (Hsiao, 1986) and biased
downwards in the case of the latter (Nickell, 1981; Kiviet, 1995). Whilst it is understood that this bias recedes as
the time dimension of the panel approaches infinity, it cannot be ignored in our sample of 12 years. From this
preliminary analysis, where parameter significance is evident, the GMM-System estimates do indeed lie within
the pooled OLS and LSDV boundary. The GMM-System parameter estimates are generally slightly larger than
those of the GMM-Difference. But as the GMM-Difference results also lie within the pooled OLS and LSDV
boundary, there is an indication that the instruments used are not weak. As a result, there is confidence in the
robustness and efficiency of the GMM-System estimates. In the following section, the main results based on the
GMM-System are provided and analysed. An iterative approach is followed to attain parsimony using a
General-to-Specific framework.

' For example, Blundell and Bond (1998) show that by applying the additional assumption of no correlation in the differences, more
efficient estimates are attained.

12 As recommended by Arellano and Bond (1991).

¥ Furthermore, analysis of the correlation matrix of all variables led to the exclusion of the FDI and IBSR variables due to potential
multicollinearity issues.

!4 These results are not reported but are available from the author upon request.
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5 EMPIRICAL RESULTS

Having established that the GMM-System estimates are efficient, this section focuses on the results using this
approach. Moreover, a sub-sample analysis is also carried out. Table 1 sets out the results for the full sample, as
well as the more recent 2002 to 2007 period, in the case where the log of HICP is the dependent variable. While
the price level is used as the dependent variable, the logarithmic transformation ensures that the interpretation of
the coefficients is in terms of the elasticity with respect to the price level. As a result, these results can be
interpreted in terms of the rate of change in the price level, e.g. in the double-log model with the log of HICP as
the dependent variable, an explanatory variable coefficient of x implies that a 1% change in the relevant
explanatory variable changes the HICP level by x%, or equivalently, that the HICP inflation rate changes by x
percentage points.

Table 1 GMM-System Panel Output (Dependent Variable = Log HICP)

Regressors | 1998 to 2007 | 2002 to 2007
Country-Specific Factors: Macroeconomic and Financial Indicators
Lagged Log (HICP) 0.304%** 0.683%**
[0.065] [0.028]
Log (nominal effective exchange rate) -0.405%** -0.307***
[0.141] [0.052]
Log (real GDP per capita) -0.138%** -0.068%*
[0.026] [0.030]
Current account deficit (%GDP) 0.22]#** 0.143%**
[0.066] [0.032]
Log (government consumption expenditure) 0.119%** 0.112%**
[0.026] [0.062]
Log (relative prices) 0.327** 0.205%**
[0.130] [0.095]
Domestic credit to private sector (%GDP) 0.003#** 0.005%**
[0.001] [0.001]
Exchange rate arrangement -0.009 -0.009**
[0.008] [0.004]
Log (nominal effective exchange rate) x Exchange rate | 0.268** 0.127**
arrangement [0.134] [0.064]
Unemployment rate 0.001 0.000
[0.001] [0.000]
Log (gross fixed capital formation) 0.018* 0.021%**
[0.011] [0.006]
Stock market capitalisation (%GDP) 0.004%** 0.005%**
[0.001] [0.001]
Country-Specific Factors: Structural Reform Indicators
Index of economic freedom 0.005%** 0.000
[0.002] [0.000]
Index of infrastructure reform 0.110%** 0.049**
[0.017] [0.023]
Index of price liberalisation -0.126 -0.105%*
[0.087] [0.048]
Global Factors
Interest rate shock 0.001#** 0.001*
[0.000] [0.000]
Food price shock 0.088* 0.108%**
[0.025] [0.036]
Energy price shock 0.125%** 0.126%**

15 A separate analysis was also carried out using the first difference of the log of HICP as the dependent variable, which is of course a more
direct means by which to infer implications for the rate of inflation. These results are not reported however given the failure to satisfy
instrumentation. It is likely that the information lost through differencing (as opposed to using levels variables) may have contributed to the
weakness of these results).
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[0.025] [0.024]
EU accession 0.004 0.019%*

[0.003] [0.010]
Countries 10 10
Observations 292 218
Country fixed effects yes yes
Period fixed effects no no
Sargan test (p-value) 0.593 0.498
Second order serial correlation (p-value) 0.334 0.297

(Notes: Robust standard errors in square parentheses. Statistical significance at the 1%, 5%, and 10% levels is denoted by ***, **, and *
respectively. Instruments comprise the lagged levels of dependent and independent variables in the difference equations, and
lagged differences in the level equations).

Firstly, across both sets of results, it is clear that the validity of the instruments would appear to be satisfied,
based on the Sargan test of overidentifying restrictions and the test for second order serial correlation. On
analysis of the full-sample results, it is clear that the price level is strongly influenced by the nominal effective
exchange rate, real GDP per capita, and the current account balance (%GDP). The signs associated with the
coefficients of these variables accord with priors. In relation to the structural reform indicators, the index of
economic freedom and the index of infrastructure reform appear to be exerting a positive affect on the price
level. As well as country-specific factors, however, there is also a significant role played by global or common
shocks. Most notable of these are energy price shocks and food price shocks.

Overall, it appears that country-specific macroeconomic indicators have the most notable effects on the price
level relative to other indicators (in terms of the magnitude of the coefficients). For example, a 1% fall in the
exchange rate (i.e. a depreciation) is associated with a 0.405% rise in the price level. In addition, the current
account deficit relative to GDP is positively related to inflation. Specifically, a one percentage point rise in the
current account deficit/GDP ratio increases the price level by 0.221% (equating to a 0.221 percentage point rise
in the inflation rate). This makes sense intuitively as a rise in the current account deficit implies a rise demand
for imported goods, and an associated rise in inflation. In addition, a 1% rise in government consumption
expenditure is associated with a 0.119% rise in the price level. In relation to the financial system, the share of
stock market capitalisation has a marginal positive impact upon inflation. Also, there exists a positive
relationship between the share of domestic credit to the private sector and the price level. The effect of real GDP
per capita on the price level also accords with priors in terms of the direction of the effect, whereby a 1% rise in
real GDP per capita is associated with a 0.138% fall in the price level. There is also some weaker evidence to
suggest that a rise gross fixed capital formation results in a rise in the price level.

As regards Balassa-Samuelson effects, relative prices have a significant effect on the HICP price level. Whilst
this is to be expected, the fact that the magnitude of the effect is just 0.327, this could be an indication that
Balassa-Samuelson effects are evident and contributing the rising price levels in the CEE countries. Structural
reform has also had a notable impact on inflation in the CEE countries. Reforms linked to a shift towards a more
market-oriented economy (proxied by the index of economic freedom) and those aimed at infrastructure reform
appear to have positive effects on the price level (e.g. each additional unit of reform of infrastructure is linked
with a 0.11% rise in the price level). A possible explanation for this is that reforms of this nature tend to
encourage a flow of inward investment and economic activity. Interestingly, we do not observe any statistical
relationship between unemployment and the price level. This outcome is robust across a range of alternative
estimation specifications. This could suggest that Phillips-curve based explanations for inflation are not
applicable to the CEE countries. Finally, an interaction term for the exchange rate and the exchange rate regime
suggests that there is a greater impact on prices via the exchange rate when the regime is more fixed. Whilst
there is no consensus on this issue in the literature, it is reasonable to observe a stronger link between nominal
variables (i.e. the exchange rate and prices) under a fixed exchange rate regime.

Turning to the global factors, it is clear that all four common shock variables considered in Table 1 for the 1998
to 2007 period have an impact on the price level. In terms of scale and significance, the most notable effect
comes from energy price shocks, and, to a lesser extent, food price shocks. For example, when the spread of
local energy price inflation and that of the EU-27 is one standard deviation above mean, this causes a rise in the
price level by 0.125%.
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The results for the more recent period of 2002 to 2007 provide some different results, although the overall
drivers of inflation in the CEE countries appear to be broadly the same. The differences evident largely relate to
the scale of the effect. For example, it is clear that country-specific macroeconomic and financial indicators
dominate inflation movements in the more recent sub-period. Food and energy price shocks are also notable
global factors however. Lagged HICP affects current HICP by twice the magnitude compared to that of the 1997
to 2008 period. In addition, the Bhagwati-type effect where capital growth affects inflation is more apparent in
the more recent period, both in terms of scale and significance. Of the structural reform indicators, measures
aimed at price liberalisation have resulted in dampening effects on inflation (a one unit rise in the price
liberalisation index is associated with a 0.105% decline in the price level).

The exchange rate regime indicator in the 2002 to 2007 period is significant and negative, suggesting that a fall
in the price level is associated with a shift towards a more flexible regime. However the magnitude of the effect
is not very substantial, where a shift in the regime to a less fixed/more flexible category is associated with a
0.009% decline in the price level.'® In terms of preparations for EMU, the result in terms of sign may be
unexpected, certainly as far as it pertains to fixed exchange rate regime countries. However, it could be argued
that it is not inconsistent with the preparation of these countries for euro adoption as the exchange rate stability
criterion oscillates around a +/- 15% range. The result could be related to a requirement for an appropriate lever
to manage capital flows (i.e. the exchange rate), certainly over the past 3-4 years. Of course, the sample of ten
countries considered in the panel is comprised of four CEEs with fixed regimes, and six with flexible regimes,
which makes the interpretation somewhat difficult. Specifically, the result could be driven by the greater
number of flexible regime countries in the panel (i.e. the inflation-targeting countries). Also, the effect is
marginal.

Nonetheless, further discussion is warranted. For the period 2002 to 2007 (see Graph 1), the rate of HICP
inflation has been broadly similar across all ten countries. However, for the fixed exchange rate regime
countries, it has been consistently somewhat higher. This period was also associated with a surge in capital
inflows to the CEE countries which are not always consistent with maintaining a given level of stability in the
nominal exchange rate. For example, a greater level of exchange rate regime flexibility may be required to
enable intervention to manage the capital flows and reduce pressure on prices.!” Indeed, from Graph 1, it is clear
that the current surge in inflation in the period since the end of 2007 is dominated by the fixed exchange rate
regime countries, which would lend further support to the view that the nature of this regime, or the degree to
which it is fixed, may no longer be entirely appropriate for controlling inflation in these economies.'® Therefore,
while fixed regimes can be useful at early stages of economic development, as economies become more
developed and integrated into global trade and capital markets, a degree of greater flexibility in the exchange rate
regime can be necessary.

Regarding the global factors in the 2002 to 2007 period, while the global interest rate and energy price shock
effects do not change compared to the full-period results, it is apparent that the magnitude of food price shocks
has increased in the most recent period. It is also more significant in the recent sub-period analysis. This would
be in line with the greater relative volatility of food prices for the current period compared to the ‘smoothening’
effect of considering the entire ten year period. EU accession appears to exhibit this same sort of effect, whereby
the restriction of the sample to the 2002 to 2007 period reveals that accession to the EU has had some (positive)
impact on the price level.

' This does not imply that the fixed exchange rate regime countries should abandon fully their exchange rate management arrangements,
which would be detrimental to their euro adoption plans. In any case, their institutions are arguably not strong enough to freely float in
conjunction with inflation targeting. Rather, the proposition is that there may be some scope to shift to a looser form of fixed exchange rate
regime arrangement. Similarly, it must be borne in mind that the result pertains to the panel as a whole, and not any one individual country.
Thus, it does not necessarily imply that flexible exchange rate regime countries should be more flexible. Rather, on average, considering all
of the CEEs as a whole, a degree of flexibility may be appropriate.

'7 As noted by Markiewicz (2006), many of the CEE countries had high inflation rates in the early 1990s and thus many opted for pegged
exchange rate policies against an external anchor. As a result, the economies stabilized throughout the 1990s with inflation under control.
This attracted a flow of foreign capital, which in a sense challenged the fixed exchange rate arrangements. Thus, towards the mid-1990s,
some of the countries opted for more flexibility in their regimes (notably the Czech Republic, Poland, Hungary, and the Slovak Republic).
Under a fixed exchange rate regime, large capital inflows oblige the Central Bank to maintain the nominal fix, which can lead to a rise in the
money supply, which increases inflation and appreciates the real exchange rate (e.g. Athukorala and Rajapatirana, 2003; and Sorsa et al,
2007).

'8 Data constraints meant that the 2008 period was not part of the empirical analysis however. In addition, more conclusiveness on this issue
would require a more comprehensive analysis on a country-by-country basis.
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6 CONCLUSIONS

This empirical paper uses the GMM-System estimator to assess the vulnerability of inflation in the new EU
Member States to country-specific and global factors over the period 1998 to 2007. In terms of common shocks
(i.e. global factors affecting inflation), the variables examined included interest rate shocks, food price shocks,
energy price shocks, and EU accession. While all of the global factors appear to exert some influence over the
price level and inflation, the results are most pronounced for energy price shocks, and, to a lesser extent, food
price shocks. As regards country-specific factors, exchange rate dynamics affect movement in the price level.
The exchange rate pass-through to prices is about 40% over the 1998 to 2007 period.

The current account deficit is also found to exert upward pressure on inflation. Other country-specific variables
with highly significant effects on inflation include the rate of capital growth, productivity growth in the traded
compared to the non-traded sector, government consumption expenditure, and reforms on price liberalisation.
The direction of the effect of these variables on inflation accords with priors. In terms of the financial system,
stock market development and domestic credit to the private sector appear to significantly affect the price level.
Regarding structural reform indicators, measures implemented to foster price liberalisation have helped to
control inflationary pressure. However, measures aimed at infrastructure reform do not appear to have the
expected effects in terms of reducing inflation. This expectation is based on the perceived competitiveness gain
that such reforms are associated with. It could be the case that there may be a time threshold for the effectiveness
of the reforms. Alternatively, the reforms may have led to higher levels of investment and economic activity,
which would have an inflationary effect.

Overall, it is clear that the main determinants of inflation in the CEE countries are country-specific. However,
there also exists a role played by energy and food price shocks in particular. Of course, it must be borne in mind
that the panel approach adopted may to some extent camouflage recent events regarding global food prices. For
example, the modelling of a subset of countries over the period 2007 to 2008 would be of interest in this respect.
Data availability, however, does not allow such an analysis to be carried out in a robust manner, certainly across
the variety of variables used in this study. Given the findings, which are valid for the full-period results as well
as the results for 2002 to 2007, the policy implication would appear to be that sound macroeconomic policy in
conjunction with sensible structural reforms should help economies to control inflation. This may involve some
fiscal tightening as well as more flexibility in exchange rate regimes where appropriate. In addition, the
openness of the economies needs to be monitored in terms of exchange rate effects given the exposure of prices
to exchange rate movements. As regards implications to reduce exposure to energy and food price shocks, it is
difficult to prescribe active policy measures. As the CEE economies develop further, their reliance on energy
and food as a share of overall GDP should decline. This may help to alleviate the extent of the exposure at least.

Going forward, it would be of interest to analyse the determinants of inflation in more detail on a country-by-
country basis in order to derive more specific policy implications. Data availability makes this an arduous task
however, certainly in terms of the coverage of indicators used in this paper, as many variables are only available
from the mid-1990s at a quarterly frequency or lower.
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1 INTRODUCTION

This paper seeks to analyse and explain the inflation developments in the decade 1997-2007 in the CEE
countries, i.e. the 10 countries from Central and Eastern Europe that joined the European Union in 2004 and
2007. By the mid-1990s, the first round of inflationary pressure from price liberalisations and under-valued
exchange rates had abated and other factors gained importance.

A better understanding of the factors driving inflation in the new EU countries is important for many reasons.
First, households and businesses are usually averse to inflation, and even anticipated inflation is likely to affect
welfare negatively when it exceeds a certain threshold.19 The relatively high inflation rates in Eastern Europe
may thus directly reduce social welfare. Second, high inflation may affect the international competitiveness of a
country negatively with possible knock-on effects on output and employment. Third, as part of the conditions of
EU membership, each of the CEE countries has committed to joining the European Monetary Union subject to
the country satisfying the Maastricht criteria. One of the criteria is the price stability criterion stipulating, inter
alia, that the inflation rate must be below a certain reference value. By early 2009, Slovenia and Slovakia had
joined the EMU, but for most of the other eight CEE countries, their relatively high inflation rates have been one
of the main obstacles for fulfilling the Maastricht criteria and gain entry to the EMU (Staehr, 2008).

Table 1 shows the annual percentage change in the Harmonised Index of Consumer Prices (HICP) for the 10
CEE countries. We notice several points. First, Bulgaria and Romania stabilised inflation relatively late in the
transition process. Bulgaria introduced a currency board in July 1997, which had an almost immediate effect on
the inflation rate, while Romania pursued monetary targeting as a disinflationary policy from around 2000, but
only succeeded in bringing annual inflation below 20 percent in 2003.

Table 1: Annual HICP inflation, percent per year

1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007

Bulgaria . 187 26 103 7.4 5.8 23 6.1 6.0 7.4 7.6
Czech Rep. 8.0 9.7 1.8 3.9 4.5 1.4 -0.1 2.6 1.6 2.1 3.0
Estonia 9.3 8.8 3.1 39 5.6 3.6 1.4 3.0 4.1 4.4 6.7
Latvia 8.1 43 2.1 2.6 2.5 2.0 29 6.2 6.9 6.6 10.1
Lithuania 10.3 54 1.5 1.1 1.6 0.3 -1.1 1.2 2.7 3.8 5.8
Hungary 185 142 10.0 100 9.1 5.2 4.7 6.8 3.5 4.0 7.9
Poland 150 118 72 101 53 1.9 0.7 3.6 2.2 1.3 2.6
Romania 1548 59.1 458 457 345 225 153 11.9 9.1 6.6 4.9
Slovenia 6.0 6.7 104 122 7.2 35 8.4 7.5 2.8 43 1.9
Slovakia 8.3 7.9 6.1 8.9 8.6 7.5 5.7 3.7 2.5 2.5 3.8
Average® 26.5 147 9.1 10.9 8.6 54 4.0 53 4.1 43 54

@ Unweighted average of countries for which data is available.
Source: Eurostat (2008a).

Second, in the years 2005-07 inflation increased markedly in the Baltic countries and in Bulgaria, which all had
currency boards or a tight peg (Latvia). Meanwhile, inflation remained subdued in the Visegrad countries which
pursued inflation targeting and experienced a substantial nominal appreciation of their currencies in the period. It
may be concluded that the “traditional” disinflationary policy instrument, a fixed exchange rate, proved unable to
restrain inflation in 2005-07.

Third, in most CEE countries the HICP inflation has been over inflation levels in the euro area, with only a few
and short-lived exceptions when countries have experienced rapid nominal appreciation. This tendency to high
trend inflation (at least if measured in foreign currency terms) may in part be related to catch-up process where
income levels and economic structures gradually convergence to West European averages. Finally, inflation has

! Welsch & Bonn (2007) show in an empirical study that life satisfaction has converged in the old European Union countries in large part
because of inflation rates having converged.
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exhibited considerable variability in almost all of the CEE countries, suggesting that the inflation processes have
been sensitive to different kinds of shocks.

This paper seeks to test the importance of a number of theories which can explain inflationary developments in
the CEE countries. The theories or explanations have all been proposed in the academic or policy-oriented
literature. Some of the explanations are specific to fast-growing economies subject to rapid structural change,
while others are more standard explanations usually considered of particular relevance for “mature” economies.

The importance of the different theories in explaining inflation in the CEE countries is assessed in panel data
estimations using annual data from 1997 to 2007. The inflation rate is taken as the dependent variable, while a
number of variables “capturing” or reflecting different theories are used as explanatory variables. The possibility
of reverse causality and mutual interdependence across the explanatory variables — in combination with a short
sample and many missing observations — necessitate a careful modelling approach. The potential endogeneity of
explanatory variables is addressed using panel data GMM estimation methods. The multicollinearity is addressed
by undertaking estimations in two steps. First, each theory is assessed by the inclusion of only one or a few
variables reflecting the specific theory along with a set of control variables. Second, a general-to-specific
approach is used to pin down the variables with more explanatory power.

A large number of studies have examined the effect of one or a few explanatory factors on inflation in (typically
a subset of) the CEE countries (see the survey in Subsection 2.1). Only few studies have sought to assess the
importance of many different factors simultaneously — with the panel data studies in Egert (2007) and
Hammermann & Flanagan (2007) as prime examples. The main contribution of this paper is to include a large
number of variables (including several that hitherto have not been examined) in panel data regressions using a
uniform dataset and employing estimation techniques seeking to address endogeneity and multicollinearity
issues.

The rest of the paper is organised as follows: Section 2 presents a comprehensive set of explanations of inflation
in economies subject to real convergence. Section 3 discusses the dataset and the empirical methodology.
Section 4 contains the first part of the empirical analysis in which explanatory factors are included separately.
Section 5 present the results of a general-to-specific approach. Section 6 concludes.

2 THEORIES OF INFLATION AND EMPIRICAL RESULTS FOR THE CEE
COUNTRIES

It is challenging to pinpoint the drivers of low or moderate inflation levels, since numerous, mutually
interconnected, factors contribute to the inflation (Dornbusch & Fischer, 1993). Subsection 3.1 discusses a range
of theories and factors explaining low or moderate inflation, with a special focus on theories linking inflation and
fast structural change. Subsection 3.2 surveys a number of empirical studies examining the importance of
different factors on inflationary trends in the CEE group of countries.20

It is useful to distinguish between structural inflation and fluctuations in inflation or temporary changes in
inflation. Structural inflation is the average or typical inflation over an extended period of time, while
fluctuations in inflation consist of deviations from structural inflation. Some factors may be important for
structural inflation, other factors for fluctuations in inflation, and others again for both structural inflation and
fluctuations in inflation. Moreover, there may be linkages between structural inflation and fluctuations in
inflation; e.g., because of indexing schemes or the formation of expectations.

2.1  EXPLAINING INFLATION

The authorities have a number of policy instruments with which they can influence the inflation rate. This can be
monetary policy instruments, but also other policies such as fiscal policy, direct and indirect taxation, income
policy and price controls. The monetary policy instruments include the choice of exchange rate regime, exchange

2 Slightly different lists of factors (including theories not discussed here) are provided in Wood (1988), the OECD (2007, pp. 45-47) and
Egert (2007, 2008).
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rate targets, the interest rate and/or the stock of money. The different policy instruments may affect inflation
directly or through inflationary expectations. The many instruments imply that the authorities can pursue any
given inflation objective provided they are willing to accept the costs of the necessary policies. In other words,
inflation is ultimately the result of economic policy (Hammermann & Flanagan, 2007).

These insights lie behind the literature on inflation determination in monetary and fiscal policy games as
pioneered by Kydland & Prescott (1977).21 The main assumption of this literature is that policies affecting the
inflation rate are determined in a game between the authorities and the public. There is a potential conflict
between the objectives of the authorities and the objectives of the public — generally, as the authorities are taken
to have an incentive to inflate the economy.

In monetary policy games the incentive to inflate derives from a Lucas-type Phillips curve where an inflation
surprise lifts economic activity and employment. The incentive to create surprise inflation is taken into account
by the public which sets inflationary expectations accordingly. The equilibrium outcome is an inflationary bias;
i.e., structural inflation is above the authorities’ preferred target. In fiscal policy games the authorities have an
incentive to create surprise inflation in order to reduce the real value of outstanding (domestic, non-indexed)
debt. This is carried into inflationary expectations by the public, which may lead to higher inflation depending on
the monetary policy setup.22 This link from fiscal policy to inflation is frequently called the “weak form” fiscal
theory of inflation (Carlstrom & Fuerst 1999).

In the policy games literature, structural inflation is the result of interaction between authorities and the public.
The inflation rate is determined as the point where the marginal benefits of inflation equals its marginal costs,
which again will depend on the authorities’ preferences, the policymaking setup, the structure of the economy,
the cyclical position, different shocks etc. The policy game framework makes clear that a large number of factors
— directly or indirectly — determine the rate of inflation.

Monetary policy and other economic policies affect inflation. The choice and application of different policies is
likely to depend on, inter alia, the inflation rate.23 The policy game theory underscores the importance of the
formation of expectations, which may produce self-perpetuating forces in the inflationary process. The structure
and overall functioning of the economy and the financial system will influence the effectiveness and costs of
economic policies. Variables depicting the economic and financial structure may thus help explain inflation. A
number of theories explaining structural inflation in fast-growing economies with rapid structural change are
discussed below.

The most celebrated theoretical explanation of high inflation in rapidly growing economies is the Balassa-
Samuelson effect (Egert et al., 2003). The baseline model assumes that the economy has a traded and a non-
traded sector, and that the production in both sectors employs labour using a constant returns to scale technology.
The price of the traded good is determined from abroad, labour is paid its marginal product, and the wage is
equalised across the two sectors. The Balassa-Samuelson effect refers to the case where (total factor)
productivity growth is higher in the traded than in the non-traded sector. Productivity growth in the traded sector
drives wage growth in that sector, which is carried into wage growth in the non-traded sector. Under the
assumption that productivity growth is lower in the non-traded than in the traded sector, the result is higher
inflation in the non-traded than in the traded sector. The consumer price index is a weighted average of prices in
the two sectors and it consequently increases more than the traded good price.24

The Balassa-Samuelson effect is based on the assumption of exogenous productivity growth in the two sectors.
Bhagwati (1984) has presented a theory which endogenises the labour productivity changes based on capital
accumulation changing the economy-wide capital stock. It is assumed that the low-income country is endowed
with so little capital that the capital-output ratio in the two sectors is outside the (factor) price equalisation cone;
in particular, the return to labour is lower than in high-income (capital abundant) countries. If real convergence is
associated with capital deepening, labour becomes relatively less abundant and the return on labour therefore
increases in both sectors. Under plausible assumptions, including that the non-traded sector is more labour

?! Their work sparked off an extensive amount of literature which has come to constitute the backbone of theories explaining low and
moderate inflation (Romer, 2007, ch. 10).

2 The size of the government (or other fiscal policy proxies such as a high debt ratio) may thus be inflationary in so far as the public forms
inflation expectations based on these variables.

 This suggests that the inclusion of policy variables in an econometric model may lead to endogeneity and multicollinearity issues.

 More elaborate specifications of the Balassa-Samuelson model, in which output is a function of both labour and capital, give rise to
additional channels from productivity growth to non-traded inflation. The results depend on, inter alia, the degree of international mobility of
capital and the factor intensities in the two sectors (Motonishi, 2002; Holub & Cihak, 2003). The theoretical results are, however, sensitive to
the concrete specifications and we will not pursue these versions of the Balassa-Samuelson model in this paper.
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intensive than the traded sector, the result is price increases in the non-traded sector and, hence, inflationary
pressure (Bhagwati, 1984; Samuelson, 1994; Motonishi, 2002).

The real convergence process is in many cases accompanied by deeper cross-border integration. Sectors that see
little trade may gradually open to foreign competition with possible effects on the prices of the affected
commodities (Lein-Repprecht et al., 2007). International goods markets’ integration is likely to lower the prices
of products with prices that are initially below international levels, and increase the prices of products with
prices that are initially above international levels.25 The integration of factor markets may similarly affect
domestic prices; for instance, emigration might lead to an upward pressure on wages which may spill over into
higher prices of non-traded products.

A number of explanations can link real convergence to inflation in both non-traded and traded goods. Higher
income in a country might make demand for many products less price elastic. To the extent sellers of traded and
non-traded products have market power and employ “pricing to market”, higher income will lead to increasing
margins and consequently an upward pressure on prices.26

Structural changes concomitant with higher income can also affect inflation. Higher income may lead private
demand to switch towards goods and services of higher quality. Statistics authorities make adjustments to the
price index to account for changes in quality, but such changes are generally rudimentary and applied only to a
limited range of products (Wynne & Rodriguez-Palenzuela, 2004). The result of a gradual switch to higher-
quality products may then be higher measured inflation. This is further aggravated in economies with high
income growth as consumption switches away from food and other basic products and toward manufactured
products and services (Engel’s Law). Quality adjustment issues are limited in food and other basic products, but
widespread in manufactured products and services (Dornbusch, 1998).

High-income countries tend to have bigger governments relative to GDP than low-income countries (Wagner’s
Law). High economic growth may thus lead to a gradual increase in tax pressure with a resulting upward
pressure on the inflation rate (Beck, 1979). This applies most directly to indirect taxes such as value added and
excise taxes, but possibly also to other types of taxes depending, inter alia, on the incidence of these taxes (see
also Gordon, 1985).

Cyclical factors can also play a role in the formation of inflation as traditionally captured by the Phillips curve.
The unemployment rate, the gap between the actual and natural unemployment rate, the output gap and the
labour income share are commonly used proxies for capacity utilisation in the labour and goods markets.

Economies undergoing fundamental structural change are particularly exposed to different inflationary shocks
(Zoli 2009). Changes in import, energy and food prices will affect inflation directly and indirectly. Other price
shocks emerge from changes in the rates or the coverage of indirect taxes such as value added and excise taxes.
Likewise, changes in controlled prices (incl. the prices of government-produced goods and services) may also
affect overall inflation.

The many theories of inflation may be assembled under four headings (see also Table 2 in Section 3). The
category Institutions and policies includes factors such as the regulatory framework, the financial system, labour
market relations, indexation schemes, expectations formation, the monetary policy regime, and monetary and
fiscal policies. The category Structural factors comprises the Balassa-Samuelson effect, the Bhagwati effect,
cross-border integration, pricing to market, consumption composition effects, consumption quality effect (and
insufficient quality adjustments of price indices) and Wagner’s Law. The Business cycle factors comprise
various measures of capacity utilisation in product or labour markets. The Shocks include energy and food price
shocks, import price shocks, regulated price changes and changes in indirect and direct taxes (rates and
coverage).

Some of the theories are applicable to all economies, while others (in particular those under the heading
Structural factors) are particularly relevant for fast-growing economies. Some of the shocks might be particularly
relevant for the CEE countries as they have experiences which are related to the accession to the EU (and the
preparation for the accession). This includes the harmonisation of agricultural prices and harmonisation of excise
taxes and regulated prices.

» Cihak & Holub (2001) point out that the convergence of relative price structures may lead to higher inflation if prices are downward rigid
and they find some empirical support for the channel for countries in Central and Eastern Europe.
26 Market opening may also affect competitive pressure in the affected sectors and hence change the mark-ups.
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2.2 SOME EMPIRICAL RESULTS FOR THE CEE COUNTRIES

It is outside the scope of this paper to provide a comprehensive survey of empirical studies dealing with inflation
in the CEE countries (see instead Egert 2008). The focus here is on the specific factors under each of the
headings in Box 1. Most studies have examined the effect of one or a few explanatory factors on CEE inflation,
while only a few studies have assessed the (relative) importance of a larger number of factors. Diverging results
may reflect different empirical methods, control variables, and country and time samples.

The impact of the choice of exchange rate regime has been examined in De Grauwe & Schnabl (2008), who find
that greater exchange rate stability is associated with lower inflation in South-Eastern and Central European
countries even when controls for a number of other factors are employed. Measures of de facto exchange rate
stability have more explanatory power than de jure measures.

Hammermann & Flanagan (2007) explain inflation differentials across the transitions by institutional factors
such as political stability, progress in liberalisation, financial sector reform and central bank independence.
However, the main emphasis of their study is on explaining why inflation is on average higher in the CIS
countries than in the CEE countries.

An important issue concerning the effectiveness of economic policies on inflation in the CEE countries relates to
the degree of exchange rate pass-through. The general result is that the exchange rate has a significant effect on
the inflation rate, but that the pass-through is substantially below one in most countries, even in the longer term
(Zorzi et al., 2007). Egert & MacDonald (2008) survey a number of studies and find that the mean pass-through
from exchange rate changes to consumer price inflation is a bit above 0.3 in both the short and the ling term.

Hammermann & Flanagan (2007) examined the importance of fiscal sustainability and found that higher public
debt as a percentage of GDP explains — or coincides with — higher inflation in a broad sample of post-communist
transition countries. This may be seen as a confirmation of the weak version of the fiscal theory of inflation, but
other interpretations of their result are also possible.

The most intensively examined theory linking structural change and inflation is the Balassa-Samuelson effect.
The overall picture is that the Balassa-Samuelson effect may explain some of the CEE countries’ real
appreciation towards the old EU countries since the mid-1990s, but that the effect is likely to be rather small, in
part because non-traded products constitute a relatively small share of private consumption and in part because
the non-traded sector has also seen substantial productivity growth in these countries (Egert, 2002; Egert et al.,
2003; Egert & Podpiera, 2008).27 Egert (2007) takes it to the point of issuing an “obituary notice” for the
Balassa-Samuelson effect.

Empirical work confirms that also the price inflation of traded products is higher in the new EU countries than in
the euro area (Egert et al., 2003). Fabrizio et al. (2007) show that the quality of export products — and also
presumably of domestically consumed products — has increased substantially in the CEE countries since the mid-
1990s. This may suggest that a part of both traded and non-traded inflation results from an inadequate correction
of the price index to improved product quality (Cincibuch & Podpiera, 2006; Egert et al., 2006; Egert &
Podpiera, 2008).

Another possible explanation for the high inflation of traded products may be that traded products in almost all
cases “contain” a substantial amount of non-traded components. The price paid by a consumer for an imported
product will often include payments for domestic transportation, warehousing, packaging, marketing, retail sale,
warranty provisions, etc. Most of the additional components are essentially non-traded and their costs might be
affected by the Balassa-Samuelson effect or other structural factors. Data limitations make it notoriously difficult
to test this hypothesis.

Lein-Rupprecht et al. (2007) show that deeper cross-border integration (more trade) has reduced inflation in the
CEE countries, possibly reflecting lower mark-ups because of increased competition. It has also been found that
productivity increases inflation (interpreted as a Balassa-Samuelson effect) and this effect is, interestingly,
strongest in the most open economies.

7 Miyajima (2005) shows for a large set of high-growth economies that higher productivity growth in the tradable than in the non-tradable
sector is related to real exchange-rate appreciation. However, he also shows that growth spurts are not systematically coinciding with
productivity growth being higher in the traded than in the non-traded sector.

40



There is empirical support in favour of a Phillips-curve relationship affecting inflation in the CEE countries.
Different measures of demand pressure or capacity utilisation, including the share of total production
appropriated by labour, enter significantly (Arratibel et al., 2002; Masso & Staehr, 2005; Egert, 2007). Darvas &
Szapary (2008) suggest the current account balance as a measure of excess capacity in highly open economies
with labour migration; they find that the current account balance has explanatory power in price-level
estimations for the CEE countries.

Different studies have found that shocks such as changes in import prices, regulated prices, and energy and food
prices affect inflation in important ways. The estimated coefficients and their statistical significance level vary
across different studies (Egert, 2007, 2008; Hammermann & Flanagan, 2007).

3 DATA AND EMPIRICAL METHODOLOGY

The inflation rate is taken as the dependent variable, while variables “capturing” or proxying many of the
inflation theories discussed in Section 2 are used as explanatory variables. The aim is to cover a large number of
the theories, which necessitates the use of annual data as more variables capturing productivity growth, structural
change and public finances are available at an annual frequency than at higher frequencies.

3.1 INFLATION THEORIES AND VARIABLES

The primary data source is the web-based statistical indicators produced by Eurostat (Eurostat 2008b). The main
advantage of using data from Eurostat is that the data is collected according to uniform guidelines and therefore
is comparable across countries. The main drawbacks are that many of the series only start in 1995 or (frequently)
later, and that there are many missing data points for some of the series. Indices of structural reforms from the
European Bank for Reconstruction and Development (EBRD 2008a, 2008b) have also been used.28 The data
panel for the 10 CEE countries generally starts in 1997 and ends in 2007. The short time dimension implies that
the number of observations in the panel dataset is relatively low.

The dependent variable is the annual percentage change in the HICP consumer price index. HICP inflation is a
headline inflation measure, including spending components with volatile price developments such as food and
energy. HICP inflation is the main inflation measure in most European Union countries and its development
attracts substantial interest from policymakers and the public alike. The HICP inflation variable is only available
from 1997, so this year constitutes the first year in the panel data sample.29 Eurostat also produces a HICP price
index where energy, food, alcohol and tobacco are excluded. It emerges that the econometric results are rather
similar whether the headline or the volatility-reduced HICP inflation series is used as the dependent variable, and
we therefore focus on the headline inflation variable.

A number of monetary policy instruments may affect inflation. We include the annual percentage change in the
nominal effective exchange rate index. An increasing nominal effective exchange rate is synonymous with a
depreciation of the domestic currency. We also include a dummy variable for the exchange rate regime based on
Frommel (2007). The exchange rate dummy is 1 if the government has an exchange rate target; otherwise 0. The
interest rate is the three month interest rate; the Eurostat database also contains data on the twelve month interest
rate, but many observations are missing.

The Balassa-Samuelson effect is captured as the difference in annual percentage labour productivity growth in
the manufacturing sector (epitomising the traded sector) and in annual percentage labour productivity growth in
private services (epitomising the non-traded sector). We also include the annual percentage change in economy-
wide labour productivity provided by Eurostat to compare the explanatory power of the two variables.

The Bhagwati effect links the capital stock per worker with the price level — or the relative change in the capital
stock per worker with the inflation rate. Data for the capital stock is generally not available for the CEE
countries, but data for investment in fixed capital is available in the Eurostat database. We employ the
investment rate as a (rough) measure through which the inflation effect of capital deepening can be assessed.

8 A list of detailed references for each of the variables is available from the author upon request.
* The HICP inflation series can be extended backwards using data from the EBRD, but very few additional degrees of freedom are gained in
the estimations as many observations for the years 1995-98 are also missing for other variables.
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We account for possible inflationary effects of integration in world markets by including variables for import
and export, both as a percentage share of GDP. The variables are summed to give a proxy of the overall
openness of the economy.

The Eurostat database contains a large number of variables concerning the (consolidated) finances and taxes of
the general government. We have chosen variables depicting the consolidated government’s debt, total revenue,
tax revenue, value-added tax revenue and budget balance, all as a percentage share of GDP. Evidently, some of
these variables are closely correlated. The series for tax revenue and value-added tax revenue are compromised
by many missing observations (and no data is available for 2007). Eurostat also produces a series for excise tax
revenue, but there were so many missing observations that we decided against using it.

Among the structural reform indices from the EBRD, we have chosen to focus on three indices where a
relatively direct link between reforms and inflationary performance may be expected. These variables are an
index of price liberalisation, an index of foreign exchange and trade liberalisation and an index of competition
policy. The indices range from 1 to 4.33, and a higher index signifies that reforms have been implemented
moving the country closer to best practice in developed market economies. There is relatively little variability in
all three indices.

A number of variables may proxy the business cycle position. In the dataset we have included the percentage
unemployment rate, the percentage growth in the employment rate (of the working-age population) as well as the
percentage growth of real GDP. Following Darvas & Szapary (2008), we have also included the current account
balance as a percent of GDP, based on the argument that demand fluctuations in small and very open economies
may show up in changes in the current account balance. In line with this argument, the trade balance as a percent
of GDP has also been included.

Variables for food and energy price inflation may capture supply shocks. Each variable is simply the percentage
price change of the particular spending component of the HICP index. Unfortunately, there are many missing
observations in these series. Finally, we have included a dummy variable which is meant to pick up any price
spike stemming from accession to the EU. The dummy is 1 for a country being a member of the EU (0.67 if the
country acceded on 1 May), and 0 otherwise.

The variables, their sample availability and some summary statistical measures are provided in Table A.1 in the
Appendix. Table 2 lists the inflation theories discussed in Section 3 together with the associated variables. Some
of the theories do not have any corresponding explanatory variable, while others have several possible
“candidates”. It has not been possible to find proxies for all the suggested theories; this applies in particular to
the some of the structural factors involving the composition and quality of consumption.
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Table 2. Linking variables and theories

Theory / explanation Variable(s)

Institutions and policies

Expectations formation

Indexation } Lagged endogenous variable

Inflation rigidities

Institutions (financial system, regulation, EBRD index of forex and trade liberalisation, EBRD index
labour market institutions, political system) of price liberalisation, EBRD index of competition policy
Monetary policy regime Exchange rate system dummy

Monetary policy Nominal effective exchange rate, import price, interest rate
Fiscal policy stance Government debt, budget balance

Structural factors

Difference between labour productivity growth in

Balassa-Samuelson effect . . .
manufacturing and private services

Bhagwati effect Investment as share of GDP

Openness / cross-border integration Import plus export as share of GDP

Pricing to market

Consumption composition (“Engle’s Law™)

Quality improvements not in price index

Government size (“Wagner’s Law™) Government revenues, tax revenues

Business cycle

Unemployment rate, employment rate, GDP growth,

Phillips curve explanations current account balance, trade balance, nominal wage
growth

Shocks

Price shocks Energy inflation, food price

Tax shocks Value-added tax revenue

EU membership price shock Accession dummy

Institutional shocks Changes in EBRD institutional indices

Note: The theories or explanations are discussed in more detail in Section 3.

3.2 METHODOLOGICAL ISSUES

As outlined above the dataset is relatively shallow with most series starting around 1997 and ending in 2007 (or
even in 2006 in some cases). There are also many missing variables especially for the tax variables, employment,
the labour earnings variable and the inflation shocks. Because of the missing observations, the panel dataset will
generally be unbalanced.

Bulgaria and Romania had very high inflation at the end of the 1990s. To avoid the situation where such
outbursts of very high inflation affect the results unduly all observations with HICP inflation in excess of 20
percent per year have been trimmed. Very few observation points are lost because of this trimming, since data
for other variables are frequently missing for the same years as for the two affected countries.

Testing of the time series properties of variables in panels often produce inconclusive results with different tests
producing contradictory results. We have generally pursued a strategy where all explanatory variables entered in
the empirical model are stationary. This is generally attained by calculating the absolute or the percentage
change of a variable or as a share of GDP.30 This reduces the risk of a spurious correlation between trending
variables.

3% The exceptions are the structural variables which are entered in both non-differenced and differenced form.
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The explanatory variables are entered in contemporaneous form or with a lag of one year. The choice is based on
theoretical and econometric considerations. In many cases, it is reasonable to assume that the explanatory
variable only works through the economic system to inflation with a lag of one year. For instance, changes in the
exchange rate may only gradually affect the price setting of enterprises and hence inflation. A one-period lag
will also, in many cases, reduce the risk of reverse causality or, more generally, endogeneity bias affecting the
results. In many cases, it is difficult to determine the lag structure a priori and consequently we have
experimented with different lag structures.

The main issues from an econometric viewpoint are the identification problems stemming from mutual
interdependence between different explanatory variables as well as possible reverse causality where changes in
inflation bring about changes in the explanatory variables. These issues are illustrated in Figure 1, but an
example may also be useful: a government may seek to combat high inflation by changing the exchange rate
regime and allowing the currency to appreciate; this may affect the business cycle and also for instance the price
of imported energy.

Figure 1. Inflation determinants — interaction and causality

Policies and
institutions

Structural
factors

Inflation

Business cycle
factors

Ny

Shocks

Source: Author's composition

The identification of the different inflation driving factors is bound to be complex. Evidently, such identification
problems are present in many (or most) areas of economics where essentially one endogenous variable is
explained by a large range of factors, which in many cases are also endogenous. Moreover, it is possible to
introduce an almost infinite list of explanatory factors which reduce the power of the tests used — particularly in
small datasets. These problems are prevalent in this particular case, but also in e.g. growth regressions where a
range of methods have been used to address the problems (Barro & Sala-i-Martin, 2003, ch. 12).

The identification problems (multicollinearity and reverse causality) in combination with the dataset containing
less than 100 observations call for a careful choice of modelling approach. The econometric investigation is
undertaken using two approaches. In the first approach, the HICP inflation rate is regressed on its one-year
lagged value, the contemporaneous and one-year lagged import price inflation, and one variable (or a small set of
variables) of interest. Thus, each variable (or set of variables) pertaining to a specific theory is included
separately with controls only for the auto-regressive dynamics of the inflation rate as well as the impact of
import prices. In the second approach, the HICP inflation rate is regressed on a very large set of explanatory
variables, which is subsequently reduced using a general-to-specific procedure.

This methodology is chosen for two reasons. First, the low number of observations implies that if all explanatory
variables are included at the same time, very few explanatory variables are likely to be statistically significant at
even the 10 percent level. Second, many of the explanatory variables are correlated leading to potential
multicollinearity problems which lead to large standard errors of the estimated coefficients.31

The panel data specification brings up some additional issues. We have decided to include country-fixed effects
and the lagged dependent variable. These choices imply that the results reflect only within effects, i.e. are based

*! Variables such as unemployment, employment and real economic growth are highly correlated. This also applies to the government
finance variables.
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on the variations within the countries. Moreover, any possible autoregressive components of the inflation process
will be swept away by the lagged dependent variable.

The choice of both fixed effects and control for the lagged endogenous has the advantage of reducing the risk of
biased coefficient estimates because of omitted variables. It reduces the probability of Type II errors, i.e. the
rejection of the null hypothesis that a variable has no effect on inflation when in fact the null is correct.
However, the choice increases the probably of Type I errors, i.e. the failure to reject the null hypothesis when in
fact the variable is of importance. In other words, using country effects and controlling for the lagged dependent
variables amounts to a “conservative” approach, where too few, rather than too many factors, are likely to be
found of statistical significance.

A final issue pertains to the choice of estimation method. The sample is small with generally less than 100
sample points and this introduces a number of difficult trade-offs. Since the panel estimations include the lagged
dependent variable, the estimated coefficient to the lagged dependent variable will be downward biased if the
model is estimated using ordinary least squares with country-specific fixed effects. The Nickell bias will be
particularly large for highly autoregressive processes, i.e. processes where the coefficient to the lagged
dependent variable is close to 1. A potentially more important issue is the possible endogeneity of many of the
explanatory variables, in particular the contemporaneous (unlagged) variables.

The Nickell bias and the endogeneity bias can be addressed using a GMM approach to estimate the dynamic
panel (Bond, 2002; Roodman, 2006). Both the Difference GMM method developed by Arellano and Bond and
the System GMM method by Arellano, Bover, Blundell and Bond are applicable. Bond (2002) shows that the
coefficients are generally estimated more precisely using System GMM than using Difference GMM.32 System
GMM combines estimates from a differenced version of the model using level instruments and a level version
using differenced instruments. It is also customary to use expanding GMM instruments in order to improve the
precision of the coefficient estimates.

We employ the System GMM methodology to estimate the dynamic panel models using the xtabond2 command
in Stata (Roodman, 2006). To avoid correlation between the GMM instruments and the residuals, the instruments
are lagged at least two years (given that contemporancous and one-year lagged variables enter as explanatory
variables). Some experimentation with other methods showed that the results were generally not very sensitive to
the choice of estimation method. The System GMM estimations generally produced models with better statistical
properties (especially with respect to the validity of the instruments) and also resulted in estimation results which
were more robust to sample changes.

4 SEPARATE TESTING OF EXPLANATORY FACTORS

This section presents the results of the System GMM estimations where the HICP inflation rate is explained by
its one-year lagged value, the contemporancous and one-year lagged import price inflation along with one (or
occasionally two or three) of the explanatory variables mentioned in Subsection 3.1. The control variables are
meant to account for the inflationary impact of imported inflation as well as the auto-regressive component of
the inflation rate. (In addition, the System GMM method removes the country-fixed effect.)

The limited number of explanatory variables beyond the variable(s) of interest reduces the likelihood that other
explanatory variables pick up variation stemming from the variable(s) of interest. The drawback is that the
variable(s) of interest risks picking up variation stemming from variables that are not included in the regression.
The risk of such omitted variable bias is reduced by the use of controls for import inflation impulses, auto-
regressive inflation and country fixed effects.

Table 3 shows the results of these “parsimonious” models for the variables reflecting institutions and policies. As
a starting point, Column (3.1) shows the results when only lagged inflation and contemporaneous and one-year
lagged inflation are included. As required for the validity of the System GMM method, there is first order, but
second order autocorrelation in the residuals. The null hypothesis of the Sargan test of over-identification is that
the instruments are not correlated with the residuals. The null cannot be rejected. The estimated autoregressive

*2 Judson & Owen (1999) show that the Difference GMM performs well in small unbalanced panels. Another estimator, a modified least
squares estimator, also produces satisfactory results in small panels, but this method is not available for unbalanced samples.
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coefficient is around 1/3 and the sum of the contemporaneous and one-year lagged import inflation is also 1/3.
Broadly similar results emerge when additional variables are included (in Tables 3-5). Thus, the pass-through
from import price inflation to domestic HICP inflation is around 0.33 in the short term and around 0.5 in the
longer term. As discussed in Subsection 2.2, other studies have produced pass-through estimates for the CEE
countries of similar magnitudes.

Table 3. The impact of institutions and policies on annual HICP inflation; one-step System GMM

@3.1) (3.2) (3.3) (3.4) (3.5) (3.6)
0341 03607 03557 0222 04517 03417
HICP (-1), % change 0.101)  (0.097)  (0.098)  (0.138)  (0.054)  (0.101)
Import price, % change 0.169™" 0.161"" 0.173™" 0.168™" 0.149™" 0.157""
(0.051) (0.048) (0.052) (0.054) (0.045) (0.055)
Import price (-1), % change 0.1777  0.088 01777 01897 0.127 0.194”
’ (0.083) (0.102) (0.081) (0.079) (0.085) (0.085)
Nominal effective exchange 0.110"
rate (-1), % change h (0.046)
Non-floating exchange rate 0.112
-1 - - (0.479)
3-month interest rate (-1), 0.130
% - - (0.095)
Government budget balance -0.027
(-1), % of GDP - - - - (0.067)
Government debt (-1), % of 0.011
CDP . . . . . 0.011)
. . 2.54 231 2.47 -2.38 2.42 -2.36
AR(1) in first differences 7)1 [0.021] [0.014] [0.017] [0.016] [0.018]
. . -0.74 -0.62 -0.74 -0.86 -1.31 -0.71
AR(2) in first differences 1 45y [0.538] [0.457] [0.390] [0.189] [0.478]
Sargan over-identification test 84.37 109.44 112.65 114.65 105.76 106.80
[0.087] [0.314] [0.062] [0.203] [0.406] [0.379]
Observations 94 94 94 90 91 90

Notes: Estimations without period fixed effects. The expanding GMM instruments are lagged 2-4 years. Robust standard errors are
shown in round brackets; p-values are shown in square brackets. Superscripts ***, **, * denote that the coefficient estimate is different
from 0 at the 1, 5 and 10 percent level of significance, respectively.

Column (3.2) includes the lagged percentage change of the nominal effective exchange rate along with the
control variables. The coefficient to the lagged percentage change of the nominal effective exchange is
statistically significant, while the coefficient to the lagged import price inflation loses significance. The sum of
the two coefficients is around 0.2, which is of the same magnitude as the estimated coefficient to the lagged
import price in (3.1). The conclusion is that policies which affect import price inflation (e.g., exchange rate
changes) are import drivers of inflation in the CEE countries.

The choice of exchange rate regime has in itself no effect on inflation in the CEE countries; cf. (3.3). This
contradicts the finding in De Grauwe & Schnabl (2008), but may be related to the fact that the dummy variable
exhibits relatively little variability in the sample. The lagged interest rate (which could also be replaced by the
lagged real interest rate as the lagged inflation rate already enters as an explanatory variable) attains a positive
but insignificant estimated coefficient; cf. (3.4). A similar result emerges if the contemporaneous interest rate is
used. The result suggests that there is no discernable link from interest rate changes to inflation in the following
year.

Columns (3.5) and (3.6) show the results when the government budget balance and government debt as a
percentage of GDP are included as explanatory variables, respectively. None of them appear to matter, although
the coefficient to the lagged debt stock has the sign predicted by theory. The absence of a link from these
measures of government budget sustainability to inflation is contradictory to the results found in Hammermann
& Flanagan (2007); their sample, however, also includes the CIS countries.

The estimations using the EBRD indices of institutional development are not presented in order to save space.

Only the index for exchange and trade liberalisation attain significance, but the positive estimated coefficient is
unreasonable large. Inspection shows that there is a very little variation in the variable (see Table A.1 in the
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Appendix) and the variable effectively functions as a dummy variable. Overall, the institutional variables have
little explanatory power.

Table 4 shows the results of estimations including variables proxying for structural factors. The estimated
coefficient to the difference between labour productivity growth in manufacturing and private services is positive
and statistically significant at the 1 percent level, cf. Column (4.1). The quantitative importance of the Balassa-
Samuelson effect is moderate. During the sample period 1997-2007, labour productivity in the CEE countries
has on average grown 3.4 percent faster in the manufacturing than in the private services sector, implying a
short-term effect at around 0.2 percentage points and a long-term effect of roughly twice as large.

Table 4. The impact of structural factors on annual HICP inflation; one-step System GMM

4.1) 4.2) 4.3) 4.4) 4.5) (4.6) “.7)

Ao X ok ok ok Hkok e

0486 037477 03497 0475 0368 04377 0.446
(0.048)  (0.088) (0.124)  (0.053)  (0.094)  (0.061)  (0.058)

EEXd BTy ok FHE R FkE EXEy

0.149™"  0.175™  0.171" 0136 0.184™ 0.1477° 0.150
(0.044)  (0.053)  (0.047) (0.043)  (0.049)  (0.047)  (0.042)

0.123°  0.1747  0.184"  0.129°  0.1777  0.133 0.128"
(0.070)  (0.073)  (0.084)  (0.071) (0.077)  (0.085)  (0.079)

EET3 Hkox

HICP (-1), % change

Import price, % change

Import price (-1), % change

Difference in labour 0.056 0.068

productivities (-1), % change (0.011) ” - (0.010)

Gross fixed capital formation 0.142" 0.150"

(-1), % of GDP - (0.063) - (0.070)

Total labour productivity -0.043 -0.025

(-1), % change B (0.064)  (0.073)

Import (-1) + export (-1), % 0.011

of GDP - ” B v (0.070)

Government revenue (-1), % 0.089"

of GDP . . y . y (0.050)

Total tax revenue (-1), % of 0.111"

GDP . . . . . . (0.054)
. . -2.46 -2.55 -2.55 -2.56 -2.45 -2.46 -2.52

AR(1) in first differences [0.014] [0.011] [0.011] [0.011] [0.014] [0.014] [0.012]

-1.25 -0.81 -0.72 -1.22 -0.74 -1.39 -1.27

AR(2) in first differences [0.221] [0.418] [0.470] [0.222] [0.458] [0.165] [0.205]

10576 10491  110.13 9892 10877 10523  105.11
[0.353] [0.484] [0.347] [0.959] [0.381] [0.421]  [0.451]

Observations 89 94 93 89 94 90 92

Sargan over-identification test

Notes: Estimations without period fixed effects. The expanding GMM instruments are lagged 2-4 years. Robust standard errors are
shown in round brackets; p-values are shown in square brackets. Superscripts ™ ™ “denote that the coefficient estimate is different
from 0 af the 1, 5 and 10 percent level of significance, respectively.

The coefficient to investment in fixed capital is statistically significant at the 5 percent level. This would be
consistent with the Bhagwati effect. The estimated coefficient in (4.2) seems to be of a reasonable magnitude if
compared with results in Miyajama (2005). A 1 percentage point increase in investment as a share of GDP is
followed by an inflation increase equal to 0.1-0.2 percent the next year and more in the longer term. The effect is
clearly large enough to be of economic significance.

The coefficient to lagged labour productivity growth in the whole economy is statistically insignificant when
included alone; cf. (4.3). When included along with the proxies for the Balassa-Samuelson and Bhagwati effects
in (4.4), then the labour productivity growth variable is still statistically insignificant, while the estimated
coefficients to the two other variables are essentially unchanged. This illustrates that a broad-based measure of
economic growth cannot replace variables capturing the Balassa-Samuelson and Bhagwati effects.

The estimated coefficient to the lagged openness variable (the sum of the import and export shares of GDP) is
statistically insignificant; cf. Column (4.5). The same result applies if the contemporaneous openness variable or

the absolute change in the openness variable is used (not shown).

The estimated coefficient to government size (lagged government revenue) is positive and statistically significant
at the 10 percent level, while the estimated coefficient to the total tax intake is slightly larger and significant at
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the 5 percent level. The correlation coefficient between the total revenue intake and tax intake variables is 0.96,
so the rather similar estimated coefficients are not surprising. Overall, the estimations in (4.6)-(4.7) provide
support for the notion that the financing of government activities has affected inflation in the CEE countries.

Table 5 provides the results for the business cycle indicators. A negative effect from lagged unemployment to
inflation is discernable; cf. Column (5.1).33 Lagged employment changes attain statistical significance at the 1
percent level and affects inflation positively; the size of the coefficient is comparable to the one found for the
unemployment variable. The estimated coefficient to lagged GDP growth is not statistically significant.
Moreover, experiments with different lag structures reveal that contemporaneous and two-year lagged GDP
growth also attain statistically insignificant coefficient estimates (not shown).34

Table 5. The impact of business cycle factors on annual HICP inflation; one-step System GMM

(5.1) (5.2) (5.3) (5.4) (5.5)
0.442"™" 0.457"" 0.349™ 0.381°" 0.368"""
_ o
HICP (-1), % change (0.067) (0.051) (0.124) (0.090) (0.094)
Import brice. % change 0.150""" 0.168"" 0.175™ 0.176™" 0.168""
portprice, Vo chang (0.047) (0.061) (0.049) (0.048) (0.047)
0.120 0.126" 0.175" 0.161" 0.166"
: _ o,
Import price (-1), % change ) )95, (0.071) (0.087) (0.079) (0.083)
Unemployment (-1), % iggzg)
Employment (-1), %-point 0.127""
change B (0.036)
GDP (-1), % change ?(50()139)
Current account balance (-1), -0.133™"
% of GDP - - - (0.050)
Trade balance (-1), % of GDP Egggg)
. . 2.53 248 2.47 2,50 2.46
AR(1) in first differences [0.011] [0.013] [0.014] [0.013] [0.014]
. . -1.26 -1.51 0.74 -0.79 -0.76
AR(2) in first differences [0.208] [0.130] [0.461] [0.429] [0.448]
Sarean over-identification est 10128 91.45 113.09 113.76 113.64
& [0.474] [0.526] [0.278] [0.263] [0.266]
Observations 89 82 94 94 94

Notes: Estimations without period fixed effects. The expanding GMM instruments are lagged 2-4 years. Robust standard errors are
shown in round brackets; p-values are shown in square brackets. Superscripts ***, **, * denote that the coefficient estimate is different
from 0 at the 1, 5 and 10 percent level of significance, respectively.

The estimated coefficient to the current account balance is negative and statistically significant, implying that a
larger deficit is followed by higher inflation. As discussed in Subsection 2.2, Darvas & Szapary (2008) find a
corresponding result in their price level regressions. Remarkably, the trade balance does not attain statistical
significance although the sign is negative as expectedly and the magnitude comparable to the estimate for the
current account balance.

Finally, turning to the impact of various shocks, the results are provided in Table 6. Column (6.1) shows the
results when the contemporaneous energy and food price inflation components of the HICP index are included as
explanatory variables. Unsurprisingly, the estimated coefficients are statistically significant; the coefficients
reflect to a large extent the importance of the two components of the HICP price index. The CEE countries have
very large spending shares on food and energy, and price changes in these two consumption components affect
inflation substantially. Interestingly, the results in (6.2) show that while food price changes have no lasting
effects, energy price changes spill over into the following year (and affect the entire regression in the process).

*? Given that country fixed effects have been eliminated, the unemployment variable can also be associated with an unemployment gap
calculated as the difference between the unemployment rate and a time-invariant natural rate of unemployment.

3 The two-year lagged GDP growth was included since the one-year lagged unemployment rate attained statistical significance and
unemployment generally lags the growth cycle. The correlation coefficient between GDP growth and the unemployment rate is -0.135, while
the correlation coefficient between lagged GDP growth and the unemployment rate is -0.231.
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Table é. The impact of economic shocks on annual HICP inflation; one-step System GMM

6.1 6.2) 6.3) (6.4) (6.5)
0.398"™" 0.121 0.493™ 0.325™" 0.355™"
_ o
HICP (-1), % change (0.047) (0.107) (0.058) (0.115) (0.098)
Import price. % change 0.080" 0.052" 0.182" 0.163"" 0.167""
port price, Vo chang (0.039) (0.030) (0.040) (0.051) (0.052)
Tmport price (1), % change 007 0255 0.067" 0.186" 0.184”
portpri » 70 CRANZE ) 061) (0.067) (0.082) (0.084) (0.079)
Food inflation, % change ?043 677)
Energy inflation, % change ?00(;7 10 6)
Food inflation (-1), % change ?(')03782)
Energy inflation (-1), % change ?020122 4)
Value added taxes, % of GDP, 0.105
%-point change h (0.293)
-0.398
EU entry (0.580)
Index of price liberalisation, -2.057
change h - h - (1.945)
. . 2.19 -2.06 -2.46 -2.61 2.54
AR(1) in first differences [0.029] [0.040] [0.014] [0.009] [0.011]
. . -0.72 0.14 -1.25 -0.72 -0.75
AR(2) in first differences [0.474] [0.885] [0.221] [0.473] [0.453]
Sargan over-identification test 92.27 98.77 87.93 86.87 103.16
& [0.473] [0.544] [0.512] [0.061] [0.088]
Observations 71 77 80 94 94

Notes: Estimations without period fixed effects. The expanding GMM instruments are lagged 2-4 years. The EU entry dummy is used as
standard instrument in (6.4). Robust standard errors are shown in round brackets; p-values are shown in square brackets. Superscripts
" denote that the coefficient estimate is different from 0 at the 1, 5 and 10 percent level of significance, respectively.

The coefficient to the changes of the value-added tax (as percent of GDP) is positive but very small and
statistically insignificant in model (6.3). One explanation for this surprising result might be the limited number
of observations available. The dummy indicating that a country is a member of the European Union is not
statistically significant. The same applies if the dummy is lagged one period. Finally, when changes of the
structural reform variables are included as proxies for reform shocks, none of them attain statistical significance.
The case of changes to the price liberalisation index is shown in (6.5).

The results in Tables 3-6 can be summarised in the following way: The lagged inflation rate affects current
inflation, but the degree of inflationary persistence is relatively small. Changes in import prices (or the effective
exchange rate) are important determinants of domestic inflation, although the pass-through is far from complete
in both the short and the long term. Higher productivity growth in traded than in non-traded sectors puts upward
pressure on inflation as captured by the Balassa-Samuelson effect. Investment may likewise be of importance for
inflation in the CEE countries. Contrary to this, increased openness does not seem to play a major role. A bigger
government as measured by tax revenues or overall revenues is generally associated with higher inflation, which
may work through the public’s expectation of the government’s policy priorities. Several business-cycle
measures seem to affect the inflation rate; in particular, the unemployment rate, employment growth and the
current account deficit. Food and energy price changes affect contemporaneous inflation, but only energy price
changes have longer lasting effects. Surprisingly, variables capturing VAT changes and EU accession seem to be
unimportant for inflation in the CEE countries.

The fact that relatively few explanatory variables are included at the same time may affect the results discussed
above. Nevertheless, it should be recalled that the model contains controls in the form of the lagged inflation rate
and import price inflation in addition to the time-invariant country effects. The next subsection examines the
results when more explanatory variables are included at the same time.
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5 MORE EXPLANATORY VARIABLES

5.1 FULL SAMPLE

Only few estimated coefficients are statistically significant if all the variables in Table 2 are included in the
inflation regression at the same time. This is hardly surprising given the small number of observations,
multicollinearity across different explanatory variables and the inclusion of both the lagged dependent variable
and country fixed effects. This section seeks to pinpoint factors of importance for CEE inflation by first
undertaking a general-to-specific procedure and afterwards examining specific issues in more detail.

The general-to-specific approach entails the successive removal of variables with no explanatory power until
only variables with statistically significant coefficient estimates remain. Many of the problems hampering
estimation with all explanatory variables included also affect the general-to-specific approach. For instance, the
limited number of observations and the correlated explanatory variables imply that the standard errors of
coefficients to other variables may change markedly when a variable is removed. Issues like the specific choice
of robust standard errors and the use of GMM instruments are also of importance. These factors have led us to
experiment with many different possible specifications.

Some variables were left out of the general-to-specific procedure as their inclusion reduced the number of
observation points substantially. This applies to the percentage change in food and energy prices, which anyway
almost per construction have an effect on overall HCIP inflation.

A number of coefficients never attained statistical significance irrespective of the choice of estimation method
and reduction strategy. These variables to a large extent correspond to the insignificant variables in Section 4 and
comprise the exchange rate regime dummy, the interest rate, productivity growth in the whole economy and the
EBRD reform indices. These variables were eliminated at an early stage of the general-to-specific procedure.

In all cases the import price inflation enters in contemporaneous form and the nominal effective exchange rate
change enters one period lagged. This pattern is consistent across all specifications examined. It might signify
that the two variables affect HICP inflation in the CEE countries through different channels in spite of the
variables being closely correlated.

The difference between labour productivity growth in the manufacturing and private services entered
significantly in all specifications during the general-to-specific procedure. The estimated coefficient was in all
cases in the vicinity of 0.05. This robust result provides support in favour of the Balassa-Samuelson effect.

Finally, the large number of variables capturing the cyclical position implies that none of them are significant in
specifications with many explanatory variables. Still, the removal of insignificant variables generally implied
that the current account balance and/or the trade balance attained statistical significance at an early stage.

Columns (7.1)-(7.3) in Table 7 shows the last successive steps of the general-to-specific estimation procedure.

Model (7.1) includes only variables significant at the 15 percent level or better, model (7.2) only variables
significant at the 10 percent level or better, and (7.3) only variables significant at the 5 percent level or better.
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Table 7. The impact of selected explanatory variables on annual HICP inflation; one-step System GMM

(7.1) (7.2) (7.3) (7.4) (7.5) (7.6)
0.454™  0.444™ 0476 0478""  0.504™  0.483"™"
HICP (-1), % change (0.039)  (0.046)  (0.038)  (0.039)  (0.048)  (0.041)
Import price, % change 0.107""  0.101™  0.119™  0.1207°  0.142""  0.123"
’ (0.031)  (0.030)  (0.024)  (0.024)  (0.035)  (0.034)
Nominal effective exchange 01317 0.146™  0.134™ 01317 011777 0112
rate (-1), % change (0.024)  (0.019)  (0.018)  (0.020)  (0.027)  (0.029)
Government budget balance -0.110° -0.087"
(-1), % of GDP (0.057)  (0.045)
Government debt (-1), % of 0.022""
CDP . . . . . 0.008)
Total tax revenue (-1), % of  0.163° 0217 0177 0.166"  0.054
GDP (0.056)  (0.070)  (0.060)  (0.048)  (0.067)
Difference in labour 0.088™  0.0617"  0.052""  0.053""  0.040™"  0.046™"
productivities (-1), % change  (0.032)  (0.016)  (0.012)  (0.013)  (0.013)  (0.012)
Gross fixed capital formation 0.031 0.130"  0.172™
(-1), % of GDP - - - (0.056)  (0.058)  (0.053)
Unemployment (-1), % -0.052°
’ (0.036)
Current account balance (-1), -0.090"  -0.113"  -0.225"" -0.210™"
% of GDP 0.059)  (0.062)  (0.041)  (0.029)
Non-investment current account -0.113
balance (-1), % of GDP - - - - (0.142)

3

-0.160" -0.153

- o,
Trade balance (-1), % of GDP (0.083) (0.085)

. . -2.50 257 251 2.52 -2.40 251
AR(1) in first differences [0.013]  [0.010]  [0.012]  [0.012]  [0.016]  [0.012]
. . -1.02 -1.10 -1.23 -1.23 -1.48 -1.62
AR(2) in first differences [0307]  [0.273]  [0.218]  [0.220]  [0.140]  [0.106]
Sargan over-identification test 5520 93.50 95.97 94.56 99.97 88.87
[1.000]  [1.000]  [0.827]  [0.986]  [0.963]  [0.921]
Observations 86 89 89 89 89 85

Notes: Estimations without period fixed effects. The expanding GMM instruments are lagged 2-4 years. Robust standard errors are
shown in round brackets; p-values are shown in square brackets. Superscripts ™ ™ "+ denote that the coefficient estimate is different
from O af the 1, 5, 10 and 15 percent level of significance, respectively.

A number of results emerge from the gradual elimination of insignificant explanatory variables. First, the
investment rate never attains statistical significance in the general-to-specific procedure, not even at the 15
percent level. Second, the unemployment variable is eliminated at a relatively early stage. Third, the close
correlation of the trade balance and current account balance implies that the two variables possess similar
explanatory power; the trade balance is eliminated from (7.2), but the difference between the t-values of the two
variables in (7.2) is marginal.

Overall, model (7.3) entails that imported inflation, the Balassa-Samuelson effect, the size of the government and
the current account balance are statistically significant drives of inflation in the CEE countries. The estimated
coefficient values are generally of reasonable size and comparable to those estimated in Section 4. One issue of
particular interest is that the coefficient to the current account balance is (numerically) large and precisely
estimated, while the investment rate does not attain significance. The two variables are, however, closely
correlated with a correlation coefficient equal to -0.497. A fixed effect panel estimation “explaining” the current
account deficit by the investment rate gives an estimated coefficient of the investment rate equal to -0.984, i.e.
after controlling for country specific effects there is essentially a one-to-to relationship between the two
variables. This would be consistent with the fact that foreign direct investments play a very significant role in the
CEE countries

The importance of the correlation between investment and the current account balance can be assessed by
removing the variation in the current account attributable to investment. Estimation (7.4) repeats (7.3) but
includes the lagged investment rate. The coefficient to the lagged investment rate is insignificant and very small,
while the coefficient to the current account balance retains its size and statistical significance. Estimation (7.5)
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shows the results when the current account balance variable is replaced by a variable containing only the part of
its variation that cannot be explained by the investment rate. Following the approach in Fidrmuc (2003), the
variable is the residual from the above-mentioned fixed effect estimation where the current account balance is
explained by the investment rate (and the country dummies). It follows from (7.5) that the investment rate attains
significance while the current account balance with investment removed does not.

Another way to assess the importance of the correlation between investment and the current account balance is to
undertake a general-to-specific procedure where the current account balance and the trade balance are excluded a
priori. The resulting regression with only variables significant at the 5 percent level is shown in column (7.6).
The investment rate is highly significant in this specification and the coefficient is comparable to the finding in
(7.5) as well as (4.2) and (4.4) in Section 4. In (7.4) the lagged government debt enters, whereas the tax intake
attained significance in columns (7.1)-(7.3). The two variables are closely correlated; governments with large
debts have on average large tax revenues.

Although it is difficult to identify precisely the impact of investment on HICP inflation, it seems safe to conclude
that both the Balassa-Samuelson effect and the Bhagwati capital-deepening effects rate have been drivers of
inflation in the CEE countries during the years 1998-2007. In other words, the real convergence process has
contributed to higher inflation in the CEE countries to the extent that real convergence has entailed higher
productivity growth in traded than non-traded sectors and a higher investment share. The theories hypothesise
that, respectively, productivity growth differentials and capital-deepening produce (real) wage increases which
subsequently lead to inflationary pressure (see Subsection 3.1).

5.2  DIFFERENT SUBSAMPLES

The results have hitherto been based on the entire sample (where annual inflation rates above 20 percent have
been removed). In this Subsection, results are reported for different subsamples. Overall the results from these
robustness analyses suggest that the impact of the main factors identified as drivers of inflation in the CEE
countries does not vary much across different subsample.

Column (8.1) in Table 8 shows the results when (7.3) is repeated but where inflation rates above 5 percent per
year are excluded. In spite of a markedly lower number of data points in the truncated sample, the results are
remarkably similar with one exception: the impact of import price inflation on HICP inflation is somewhat
smaller when the sample comprises only datapoints for cases of relatively low inflation. This result is in
accordance with findings elsewhere (Zorzi et al., 2007). Column (8.2) shows the results when only data for
2003-07 is included. Even in this small subsample the results are little changed — with the possible exception that
the coefficient to contemporaneous import price inflation is somewhat lower than before.
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Table 8. The impact of selected explanatory variables on annual HICP inflation, different subsamples; one-step System GMM

8.1) 8.2) 8.3) (8.4) 8.5) (8.6)
0.415™ 05177 0464 052077 04307 0535
HICP (-1), % change (0.024)  (0.059)  (0.037)  (0.056)  (0.029)  (0.068)
Import price, % change 0.091" 0.059 0.108™  0.165""  0.076" 0.116"
’ (0.042)  (0.045)  (0.031)  (0.040)  (0.045)  (0.065)
Nominal effective exchange ~ 0.090"  0.132""  0.162™"  0.090™"  0.075"  0.134™"
rate (-1), % change (0.030)  (0.041)  (0.056)  (0.015)  (0.031)  (0.049)
Government debt (-1), % of 0.000 0.025"
GDP (0.014)  (0.012)
Total tax revenue (-1), % of  0.120”°  0.118™"  0.238" 0.046
GDP (0.028)  (0.036)  (0.094)  (0.078)
Difference in labour 0.066™"  0.059" 0.060""  0.053" 0.061™"  0.022
productivities (-1), % change (0.017)  (0.028)  (0.016)  (0.033)  (0.012)  (0.021)
Gross fixed capital formation 0.068" 0.146™"
(-1), % of GDP (0.037)  (0.055)
Current account balance (-1), -0.161"" -0234™"  -0225"" -0.221""
% of GDP (0.039)  (0.029)  (0.041)  (0.061)
. . -1.85 231 -2.00 -1.90 -1.77 2.17
AR(1) in first differences [0.064]  [0.021]  [0.045]  [0.057]  [0.077]  [0.030]
. . -0.92 -1.07 -0.63 -1.24 -1.28 -1.37
AR(2) in first differences [0.359]  [0.285]  [0.597]  [0.213]  [0.200]  [0.169]
Sargan over-identification test 45.64 46.27 56.44 35.68 46.45 51.74
[1.000] [0.844]  [0.996] [0.999]  [1.000]  [0.901]
Observations 48 48 50 39 48 48

Notes: Estimations without period fixed effects. The expanding GMM instruments are lagged 2-4 years. Robust standard errors are
shown in round brackets; p-values are shown in square brackets. Superscripts ***, ** * + denote that the coefficient estimate is
different from 0 at the 1, 5, 10 and 15 percent level of significance, respectively.

Column (8.3) shows the results when only the Visegrad countries and Slovenia are included in the sample. Again
the estimated coefficients obtained in the truncated sample are very similar to those obtained in the full sample
shown in (7.3). Column (8.4) shows the results for the Baltic countries, Romania and Bulgaria. The main
differences are that the size of the government plays no role in this subsample and the estimated coefficient to
the productivity difference is only marginally significant.

Finally, we redo estimation (7.6) for observations with annual HICP inflation smaller than or equal to 5 percent.
The result in column (8.5) suggest that the government debt has little impact on inflation in this subsample,
while the impact from investment to inflation is imprecisely estimated and possibly rather small. Column (8.6)
also repeats the estimation in (7.6) but includes observations only for 2003-07. The results are very similar to
those for the entire sample.

6 FINAL COMMENTS

This paper has sought to pin down factors driving inflation in the new EU members from Central and Eastern
Europe. To this end a large number of inflation theories were considered, including some with particular
reference to economies experiencing high economic growth and rapid structural change. The empirical
importance of the different theories was assessed in panel data estimations using annual data from 1997 to 2007.
To address multicollinearity issues in combination with relative few observations in the dataset, we used separate
inclusion of explanatory variables as well as a general-to-specific modelling approach. The results across the two
methods were broadly consistent.

The autoregressive component of the inflation process was estimated to be in the interval 0.3-0.5, possibly
reflecting backward-looking expectations and inertia in price and wage setting. Imported inflation has played an
important role, but the pass-through has been far from complete; the short-term pass-through is estimated to
approximately 0.3 and the long-term pass-through to approximately 0.5. The effect of the interest rate on
inflation could not be estimated precisely. The exchange rate regime per se does not appear to have been of
importance. On the other hand, fiscal policies seem to have affected the inflation in the CEE: countries with a
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large government debt and/or high fiscal revenues have experienced higher inflation than countries with a more
cautious fiscal stance.

The effects of a number of structural explanatory factors were also analysed. The Balassa-Samuelson effect
turned out to be very robust across different specifications and subsamples; higher productivity growth in the
traded than in the non-traded sector has exerted upward pressure on inflation. The Bhagwati capital-deepening
effect has also been present, although it is difficult to disentangle it from business cycle effects. The degree of
openness does not appear to have played a role for inflation in the CEE countries in the sample period — except
to the extent that openness has affected import price inflation and the trade and current account balances.

Variables reflecting the cyclical position have been important, although the effect of the unemployment variable
could not be estimated precisely in many specifications. The current account balance (and to a lesser degree the
trade balance) have been closely related to inflation developments in the new EU countries. The precise
underlying mechanism is difficult to establish. One possibility is that the current account balance is a measure of
the tightness of goods and labour markets. Another possibility emerges from the fact that the variable is closely
correlated with investment in the economy and thus essentially depicts capital deepening. In any case, the current
account balance in a given year is a powerful predictor of inflationary pressure the following year.

Unsurprisingly, various price shocks have affected the inflation rate, but only energy price shocks appear to have
had longer-lasting effects. The effect on inflation of changes of indirect taxation proved impossible to detect,
possibly because of data quality issues. EU entry does not appear to have affected inflation in the overall panel
of CEE countries.

The discussion above recapitulated the large number of factors that have affected inflation in the CEE countries
during the period 1997-2007. The analysis suggested that the relatively high inflation in many new EU countries
is in part resulting from the catch-up process as high productivity growth in the traded sector, capital deepening
and/or capital import drive up inflation. The analysis also showed that economic policies affecting import price
inflation and/or the business cycle are effective in controlling inflation. Moreover, fiscal policy as reflected by
for instance by the debt stock or tax revenues also seems to impact inflation. This means that the drivers of
inflation in the CEE countries are essentially the same as those found in high-income countries.35 The generally
higher inflation in the CEE countries is therefore likely the result of the different factors being more “extreme”
in the CEE countries than in the rest of the European Union countries; in particular, convergence-related factors
and in periods also business cycle developments and inflationary shocks have pushed up inflation, while
economic policies have not fully counteracted this effect.

The analyses in this paper should be seen as exploratory as they were inhibited by the difficulty experienced in
identifying precisely the effect of different factors on CEE inflation. First, it proved difficult to obtain precise
coefficient estimates for many variables. This was in part the result of the few observation points in the dataset.
Second, the relative importance of different factors may vary across different countries and across different time
periods. Such heterogeneity is at variance with the need to employ panel data methodologies in order to attain
sufficient degrees of freedom. Third, many of the explanatory variables are mutually interdependent and this
complicates the identification of the specific factors driving inflation. Multicollinearity problems may in future
work be addressed by using factor analysis to compute composite indices of different factors. Finally, more work
should be devoted to separating trend and fluctuations of explanatory variables like unemployment and the
current account balance in order to gain a clearer picture of the respective role of structural and cyclical factors.

3% Motonishi (2002) show that differential productivity growth and capital deepening also drive inflation in high-income countries.
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APPENDIX

Table A.1. Variables and summary statistics

Variable waability MM eviadon
HICP, % change 1997-2007 5.760 3.887
HICP (-1), % change 1998-2007 5.973 4.431
Import price, % change 1995-2007 3.350 5.075
Nominal effective exchange rate, % change 1996-2007 2414 6.223
Non-floating exchange rate dummy 1995-2007 0.606 0.485
3-month interest rate, % 1997-2007 7.809 5.232
Labour productivity in manufacturing, % change 1995-2007 7.045 4.965
Labour productivity in private service sectors, % change ~ 1996-2007 3.585 3.695
Difference in labour productivities, % change 1997-2007 3.423 6.431
Overall labour productivity, % change 1995-2007 5.015 2.679
Gross fixed capital formation, % of GDP 1995-2007  24.663 4.274
Import, % of GDP 1997-2007  62.263 15.057
Export, % of GDP 1997-2007  56.378 15.502
Openness (import + export), % of GDP 1997-2007  118.641 30.085
Openness, %-point change 1997-2007 3.163 8.512
Government debt, % of GDP 1995-2007  30.523 19.272
Government budget balance, % of GDP 1995-2007 -2.848 3.085
Government revenue, % of GDP 1995-2007  38.691 3.747
Total tax revenue, % of GDP 1995-2007  33.478 3.499
Value added tax revenue, % of GDP 1995-2007 7.776 1.155
Index of price liberalisation 1995-2007 4.224 0.137
Index of price liberalisation, change 1995-2007 0.017 0.071
Index of forex and trade liberalisation 1995-2007 4.268 0.093
Index of forex and trade liberalisation, change 1995-2007 0.012 0.0718
Index of competition policy 1995-2007 2.810 0.376
Index of competition policy, change 1995-2007 0.068 0.145
Unemployment, % 1996-2007  10.479 4.431
Employment, % change 1998-2007 0.035 2.513
GDP, % change 1995-2007 5.441 2.728
Trade balance, % of GDP 1995-2007  -5.885 5.382
Current account balance, % of GDP 1995-2007 -6.896 4.638
Energy price inflation, % change 1997-2007 3.554 6.849
Food price inflation, % change 1997-2007  -1.129 3.192
EU entry dummy 1995-2007 0.304 0.443

Note: All summary statistics are for the trimmed sample where observations are excluded if the country has HICP inflation in excess of
20 percent.
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Catching-up and transition related
inflation

Balazs Egert36

ABSTRACT

This study analyses the long-run driving forces of inflation rates in Europe. We provide some
stylised facts with a special focus on the new EU member states of Central and Eastern Europe
and subsequently demonstrate the relative importance of these factors on observed inflation
rates relying on Bayesian model averaging techniques. Our estimation results suggest that the
Balassa-Samuelson effect is not an important driver in either the old or the new member states
and that other structural factors affecting both goods and services prices matter a lot for inflation
rates. We find strong evidence that regulated prices, house prices, food prices, the nominal
exchange rate and the output gap are all important to explain inflation developments in Europe.
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1 INTRODUCTION

The driving forces of high inflation rates in the new EU member states of Central and Eastern Europe has been
in the centre of research interest in academic and policy circles since the start of economic transition.37 One
reason for this was the obligation of these countries to adopt the euro at some point in the future and thus to find
out whether inflation rates are influenced by other factors in the new member states than in the more mature
economies of the euro area, and thus lower initial price levels and the ongoing catching-up process would lead to
substantially higher inflation rates in the longer run by increasing inflation dispersion within the euro area.
Secondly, the recent acceleration of inflation in the Baltic countries sparked renewed interest in the topic. The
questions usually raised are whether higher inflation rates in the fast growing economies of Central and Eastern
Europe are due to real convergence and in particular to the Balassa-Samuelson effect and what role othe factors
may have in explaining the higher inflation rates.

This study has a twofold objective. First, we discuss the possible causes of higher inflation related to economic
transition and real convergence in Central and Eastern Europe and characterise them by provide some descriptive
statistics. Among others, we give an update on the possible size of the Balassa-Samuelson effect in Europe and
seek to disentangle the transmission from productivity to inflation. Furthermore, we describe other structural
factors affecting goods, services and house prices. Second, we use a Bayesian averaging framework (Bayesian
averaging of classical estimates) to shed light on the relative importance of each single factors (completed with
some commonly used control variables).

The roadmap of this study is the following. Section 2 provides some stylised facts about price levels and
inflation rates in Europe. Section 3 describes our estimation strategy, Section 4 touches upon data issues and
Section 6 presents the estimation results. Section 7 gives the conclusions.

2 STYLISED FACTS

2.1 THE OVERALL PICTURE

The consumer price level of the new EU member countries was considerably below that of the old member states
both in 1999 and 2006: relative price levels ranged from 40 percent (Bulgaria) to 70 percent (Slovenia) of the
average of the old EU-15 in 2006 (Figure 1). A significant reduction in these differences can be observed for
most of these countries from 1999 to 2006, perhaps with the exception of Slovenia (which displayed more
moderate differences than the other Central and Eastern European countries).

Price level convergence is usually thought to be due to real convergence. According to Figure 2, the rate of
growth of per capita income (measured in Purchasing Power Standard terms) appear to be positively correlated
to inflation rates.

Conventional view holds that lower price levels in less developed countries are a result of the lower price level
of services. Consequently, price level convergence is due to service price inflation. Yet this view is not fuly
supported by the data. Figure 3 shows that the price level of consumer goods in the new member states is by a
significant margin lower than in the old EU countries. This is particularly true of Bulgaria, Lithuania and
Romania but also the price level of consumer goods sold in Slovenia reached only about 80% of the
corresponding price level in WesternEurope in 2006.

%7 See e.g. Backé et al (2003) and Hammermann (2007) for earlier attempt to quantify the effect of different factors in Central and Eastern
Europe. See also Honohan and Lane (2004) and Hofmann and Remsperger (2005) for the euro area and Rogers (2001, 2002) for the US. This
issue of European Economy contains a number of other studies aimed at analysing drivers of inflation rates.
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Figure 2. Real GDP per capita growth and inflation in the EU-27, 1997-2007
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Source: Author’s calculations based on data obtained from NewCronos/Eurostat and AMECO/European Commission
Notes: Romania is not included in the figures because of its high triple and double digit inflation rates in the late 1990s.
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2.2  MARKET-BASED SERVICE PRICES: THE BALASSA-SAMULESON EFFECT

An array of papers provided estimates for the size of the Balassa-Samuelson effect both for transition countries
and old EU member states over the last 10 years or so. While studies based on data for the 1990s found the
Balassa-Samuelson effect of having a sizeable impact on inflation rates in Central and Eastern Europe, more
recent studies came to the conclusion that the impact of the Balassa-Samuelson effect on the inflation rate was
between zero and two percentage points annually.38 In this section we provide an update of these figures using a
simple accounting framework, according to which the inflation rate that is attributable to the Balassa-Samuelson
effect equals the growth rate of productivity in the tradable sector over that in the nontradable sector multiplied
by the share of nontradables in the inflation rate. Using data drawn from the NewCronos database of Eurostat,

we find the pattern described earlier in the literature (Figure 4):

1. First, the implied size of the balassa-Samuelson effect ranges between 0 and 2 p.p. in the new EU
member states.

2. Second, the precise size of the Balassa-Samuelson effect is sensitive to alternative sectoral
classifications (using manufacturing vs. industry for tradables, and market services vs. total services
including all kind of public services) and, to some extent, to the fact whether labour productivity is
measured in terms of number of workers, number of full-time equivalent workers or hours worked.

3. Third, the Balassa-Samuelson effect in the new EU member states are not higher than those found for

the old member states.

3% See e.g. Egert, Halpern and MacDonald (2006) for an overview and Mihaljek and Klau (2008) for a recent update.
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Figure 4. The implied Balassa-Samuelson effect, 1997-2007
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Source: Author’s calculations based on data obtained from NewCronos/Eurostat and AMECO/European Commission
Notes: Min is calculated as the growth rate of labour productivity in market fradables multiplied by the share of market services in the
HICP. Max refer to the case when all services are used (instead of market services).

2.3  REGULATED SERVICES

Regulated prices are important for inflation developments. First, they generally account for a considerable chunk
of the HICP. Second, they tend to increase faster than market-based services or other components of the HICP.

A narrow definition proposed in ECB (2003) and extended by Liinneman and Mathi (2005) considers the
following subcategories as regulated: 1.) refuse collection, 2.) sewerage collection, 3.) medical and paramedical
services, 4.) dental services, 5.) hospital services, 6.) passenger transport by railway, 7.) postal services, 8.)
education and 9.) social protection, 10.) cultural services and 11.) passenger transport by road. In addition, we
also look at household energy including 1.) electricity, 2.) gas, 3.) liquid and solid fuels and 4.) heat energy,
which falls under some sort of government regulation.

The share of narrowly defined regulated service prices in the HICP ranges from around 6 percent to roughly 10
percent, both in the new member states and in the old EU member states (Figure 5). By contrast, the share of
household energy is substantially (by a factor of two) higher in the new member states.

Regulated prices matter for overall inflation because they usually exhibit above-average increases over time in
all new member states. The reason for these above-average changes are twofold. First, it is the heritage of the
transition process during which prices were converging to cost recovery levels. Second, another important reason
for high price increases in these sectors is that in the new member states, network industries are regulated on a
cost plus (or rate of return) basis. Such a regulatory regime does not put pressure on the incumbents to operate
more efficiently as they can pass cost increases onto consumers. Therefore, introducing incentive regulation
would help foster investment in cost efficient technologoies.

2.4  GOODS PRICES

Given that the price level of goods of new member countries is also way below the average of the old member
countries, price level convergence and higher inflation rates can be expected to come from goods prices. Two
main factors may explain why goods prices may increase during economic catching-up:

2.4.1 Improvement of the quality of goods if quality changes are not accounted for

Households in poorer countries tend to buy goods of lower quality simply because they are cheaper. By contrast,
wealthier households pay more attention to the quality of the goods they purchase and are prepared to pay a
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correspondingly higher price. This can be thought of as an extension of Engel’s Law according to which richer
households spend less of their budget on food than poorer households do: Not only there is a shift away from
food in private household spending as households grow richer but households also upgrade the quality of the
goods (including foodstuff) included in their consumption basket. In other words, wealthier consumers are more
quality sensitive, while poorer households are more sensitive to prices.

A shift towards higher goods prices can occur through a simple shift towards better quality goods. However, a
special case of this shift may occur in fast catching-up transition economies, where this shift towards more
quality goods on the consumer side is matched with a shift towards more quality goods on the producer side.
Obviously, quality effects should not show up in inflation rates. In practice, however, filtering out quality effects
is difficult even for developed countries, let alone the cases where those changes happen more rapidly. Most
CEE countries do nothing to filter out systematically (using hedonic quality adjustments) quality effects (:
Ahnert and Kenny, 2004).

2.4.2  Pricing-to-market practices

The prices of identical goods may differ across countries because producers may price their products in line with
disposable income. At the same time, convergence in disposable income levels would eliminate these differences
by generating higher inflation rates in the catching-up economies. This might be the case for instance in low-end
cheap cars that are are generally cheaper in the new member countries than the euro area average. Price
differences are around 10 percent for smaller cars but the difference vanishes for luxury cars. This might indicate
that car manufacturers are setting prices deliberately lower for smaller cars in the new member states because of
the lower disposable income of households in those countries.39

3 ESTIMATION FRAMEWORK: BAYESIAN AVERAGING OF
CLASSICAL ESTIMATES (BACE)

Bayesian averaging provides a convenient framework to carry out a very comprehensive sensitivity analysis of a
given explanatory variables with regard to other explanatory variables. More specifically, the approach
advocated by Sala-i-Martin, Doppelhofer and Miller (2004) asks the question not whether any given explanatory
variable is robust to the inclusion of other variables, but investigatse the probability with which any given
variable would be included in the estimated model space. This approach requires the estimation of all possible

combinations of the candidate explanatory variables (of number K) that is usually quantified as 2% . If the
number of models to be estimated is so high that currently available computer power cannot cope with the
estimations, a subset of regressions can be estimated using for instance the Markov-Chain Monte-Carlo Model
Composition or a stochastic search variable selection or other forms of model sampling such as the random
sampling procedure employed in Sala-i-Martin, Doppelhofer and Miller (2004). We estimate the whole model
space as the number of potential regressors at hand is limited and allows the estimation of all possible
combinations.

Bayesian averaging of classical estimates (BACE) first determines the posterior probability attributed to each

M. P(M .
single model 7 that includes the given variable and conditioned on the underlying dataset ( ( I |y) ).
P(M )T ™"*SSE;""
P(M |y) =—
i1 3)

where SSE is the sum of squared residuals, T is the number of observations, k denotes the number of explanatory
variables included in the specific model and K is the number of all explanatory variables considered. Expression
(3) shows the extent to which any given model contributes to explaining the dependent variable as compared to
the other models.

** When looking at individual car manufacturer, a few of them do not discriminate between markets even for the small car segment.
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Expression (3) is then summed up for the models that contain the variable of interest to obtain the posterior
inclusion probability of this variable. The posterior inclusion probability are then compared to the prior inclusion
probability, which is ' if all possible combinations are considered. If the posterior inclusion probability is higher
than the prior inclusion probability, one can conclude that the specific variable will be included in the model.

E(By)

The posterior mean conditional on inclusion (

by ( I |y) . The unconditional posterior mean considers all regressions, even those without the variable of
interest. Hence, the unconditional posterior mean of any given variable can be derived as the product of the
conditional posterior mean and the posterior inclusion probability.

) is the average of the individual OLS estimates weighted

B (Var(ﬂly)

The posterior variance o ) can be calculated as follows:

Var(Bly) = 2 P(M | )Var(Bly.M )+ 3. P(M ,|y)(B; ~ E(Bl»)’

“4)

The posterior mean and the square root of the variance (standard error) conditional on inclusion can be used to
determine the significance of the individual variables upon inclusion.

4 VARIABLE SELECTION AND DATA ISSUES

We seek to cover comprehensively the determinants of structural inflation. For this purpose, we use the
following variables:

- productivity differential growth: the difference of productivity growth in the tradable sector versus productivity
growth in the nontradable sector to proxy the Balassa-Samuelson effect. If the Balassa-Samuelson effect were to
hold, the estimated coefficient should be positive. Because the narrow and wide definitions of the productivity
differential (in terms of market-based and all services) are very strongly correlated (correlation coefficient: 0.96),
we only use the narrow definition.

- initial price level taken in natural logarithm: the use of initial price levels could provide and indirect insights
with regard to the impact of price level convergence. The price level is used with one year lag and a lower price
level in the previous year is expected to generate higher inflation in the following year. Such an effect should not
be interpreted as evidence for the Balassa-Samuelson effect but more as evidence of levelling off price levels
across the whole spectrum of prices (including goods, market and non-market services).

- the share of household energy in the HICP: this variables is meant to capture more directly quality effects in the
spirit of the extension of Engel’s. Recall that poorer household tend to spend relatively more on foodstuff and
also on goods and services of lower quality. The share of household energy is highly correlated with the share of
foodstuff in the HICP. A negative coefficient would indicate that a lower share of household energy in the final
consumption basket (and thus a higher bias towards goods of better quality) is related to higher inflation rates.*’

- the growth rate of regulated service prices: the narrow definition of regulated services are used that excludes
household energy and rents, possibly correlated to some extent to oil prices and house prices.

On top of these variables, we add a number of other factors to the model space.

40 The growth rate of GDP per capita might be also well capture the shift in private consumption to better quality goods and to more

services as disposable income increases. Yet we choose not to use it because this variable tends to be correlated with other variables
used in our sample and thus creates problems in terms of multicollinearity.
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External factors:

- the growth rate of oil prices in dollar terms

- the growth rate of food prices multiplied by the share of foodstuff in the HICP to pick the recent rise in food
prices

- changes in the nominal effective exchange rate multiplied by openness: as an increase in the exchange rate
variable is an appreciation, a negative relation would indicate that nominal currency appreciation (depreciation)
would bring down (spark) inflation.

Cyclical factors are measured with the output gap.

The impact of monetary policy on inflation is captured with the policy rate.*!

Other factors:

- lagged inflation rate

- the rate of growh of nominal house prices

- growth rate of monetary aggregates

- growth rate of the private credit to GDP ratio (only for CEE countries)
- changes in the remittances over GDP ratio

The estimations are carried out for three country groups: a.) the European Union, b.) old EU member states, c.)
new EU member states.*

For each panel, two different model spaces are investigated.

1.) First, remittances and monetarty aggregates are excluded because these series end in 2006 while the
remaining series span until 2007.

2.) Second, remittances and monetary aggregates are added to the list of explanatory variables that reduces the
sample size to 1998 to 2006.

The Bayesian model averaging exercise is conducted using annual data. Multicollinearity may be an issue when
including a large number of explanatory variables at the same time. The bivariate correlation coefficients (not
reported here) indicate that the number of highly correlated potential explanatory variables is fairly limited and
thus multicollineary does not seem to be a major problem.*

*! To avoid problems related to endogenity, a reaction function was estimated for non euro area countries with a float including the lagged

policy rate, the price gap (the difference of inflation rate from its long-term target) and the output gap.

*2 The following countries are excluded from the analysis: Luxembourg because it tends to turn out as an outlier in empirical analyses, and
Romania, Malta and Cyprus because house price data are not available for these countries.

# For the whole sample, the bivariate correlation coefficient is higher than 0.5 for the pairs regulated services — initial price level and share
of household energy — initial price level. For the old EU-15 countries, the same holds true for the pair of share of household energy —
initial price level. For new member states, credit growth is strongly correlated with the growth rate of monetary aggregates and with
output gap.
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5 RESULTS

The estimation results for the groups of countries (old EU-15 members, new EU member countries, and the
whole European Union) are displayed in Tables 2 to 4. They show that lagged inflation rates, regulated prices,
food prices, the nominal exchange rate and output gap have posterior inclusion probabilities exceeding the prior
inclusion probability of 0.5 for the longest time span (1998-2007). The means conditional on inclusion all have
the expected sign and have low standard errors. This result does not change when remittances and monetary
aggregates are included (implying a reduction of the time span).

Importantly, the Balassa-Samuelson effect and other measures of structural inflation rates do not seem to matter
for inflation in the old EU member states.

Looking at the new EU member states, beside output gap, the policy rate and regulated prices, initial price levels
and the share of household energy in the HICP aimed at capturing structural factors beyond the Balassa-
Samuelson effect are found to be always included in the model space, with the expected mean conditional on
inclusion. By contrast, the Balassa-Samuelson effect does not appear to be robust driver of inflation rates in
those countries. The inclusion of the exchange rate and house prices seem to be sensitive to the time period
covered and to the starting set of potential explanatory variables. Two observations deserve further attention.
First, monetarty aggregates are found to have a large posterior inclusion probability. At the same time, credit
growth does not seem to matter, perhaps because it is highly correlated with monetary aggregates and output

gap.

Finally, when considering the whole European Union - a panel that offers much more cross-country variation
than the previous subpanels -, the two measures of structural factors (initial price level and the share of
household energy) are important determinants of inflation rates, while the Balassa-Samuelson is not robust to all
possible combination of the other explanatory variables. The policy rate, regulated prices, house prices, food
prices and the exchange rate turn out to have very high posterior inclusion probabilities with the expected sign
on the conditional mean. Lagged inflation and output gap also have posterior inclusion probabilities unless
productivity growth in the distribution sector is added to the initial set of explanatory variables (that reduces both
the time and cross-country dimension of the sample).

Table 2. Bayesian model averaging, old EU member states

1998-2007 1998-2006
Incl. Cond. s.e. Incl. Cond. s.e.
Prob. mean Prob. mean
Lagged inflation 1.000 0.408 0.083 | 1.000 0.403 0.084
Policy rate 0.088 0.000 0.003 | 0.088 0.000 0.003
Prod_differential 0.083 0.000 0.002 | 0.084 0.000 0.002
Initial price level 0.228 -0.616 1.710 | 0.212 -0.555 1.554

Share of HH energy | 0.084 0.083 1.082 | 0.086 0.186 1.474
Regulated services 0.888 0.093 0.041 | 0.875 0.090 0.041

House prices 0.147 0.002 0.002 | 0.137 0.002 0.002
Oil prices 0.171  0.000 0.000 | 0.168 0.000 0.000
Food prices*share 0.997 0.141 0.039 | 0.998 0.146 0.040
Neer*open 0.986 -0.089 0.028 | 0.985 -0.089 0.029
Output gap 0.999 0.166 0.047 | 0.999 0.166 0.047
Remittances/GDP 0.087 -0.013 0.039
Monetary aggregates 0.082  0.000 0.000
No. of regressions 2037 7817

No. obs

No. countries 14 14

Noftes: bold figures indicate that the estimated posterior inclusion probability is higher than the prior inclusion probability of 0.5
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Table 3. Bayesian model averaging, new EU member states

1998-2007 1998-2006 1998-2007
Incl. Cond. s.e. Incl. Cond. s.e. Incl. Cond. s.e.
Prob. mean Prob. mean Prob. mean
Lagged inflation 0.182 -0.015 0.018 | 0.115 0.002 0.009 | 0.182 -0.015 0.018
Policy rate 0997 0316 0.082 | 1.000 0.345 0.072 | 0.997 0.317 0.082
Prod_differential 0.118 0.001 0.003 | 0.114 0.002 0.003 | 0.118 0.001  0.003
Initial price level 0.638 -4.846 18.70 | 0.944 -10.13 1243 | 0.654 -5.021 18.61

Share of HH energy | 0.961 -40.70 129.08 | 0.988 -44.52 59.75 | 0.961 -40.772 129.28
Regulated services 1.000 0.350 0.042 | 1.000 0.284 0.044 | 1.000 0.348 0.042

House prices 0.630 0.017 0.008 | 0.321 0.006 0.004 | 0.619 0.016  0.007
Oil prices 0.128 0.000 0.001 | 0.176 -0.001 0.001 | 0.127 0.000  0.001
Food prices*share 0.267 0.022  0.021 | 0.420 0.042 0.029 | 0.273 0.023  0.022
Neer*open 0473 -0.032 0.019 | 0.825 -0.078 0.027 | 0.464 -0.031 0.019
Output gap 0.551 0.174 0.100 | 0.811 0.276 0.120 | 0.529 0.165 0.098
Remittances/GDP 0.096 -0.001 0.013

Monetary aggregates 0.856 0.054 0.021

credit 0.163 0.006  0.008
No. of regressions 2037 7817 4019

No. obs

No. countries 9 9 9

Notes: bold figures indicate that the estimated posterior inclusion probability is higher than the prior inclusion probability of 0.5

Table 4. Bayesian model averaging, full sample

1998-2007 1998-2006
Incl. Cond. s.e. Incl. Cond. s.e.
Prob. mean Prob. mean
Lagged inflation 0.891 0.147 0.061 | 0.985 0.210 0.063
Policy rate 0.799 0.089 0.054 | 0.671 0.075 0.048
Prod_differential 0.052 0.000 0.001 | 0.050 0.000 0.001
Initial price level 0.934 -5261 4.166 | 0913 -5.745 6.181

Share of HH energy | 0.857 -19.80 80.97 | 0.816 -18.64 94.65
Regulated services 1.000 0.312 0.045 | 1.000 0.275 0.045

House prices 0.947 0.023 0.009 | 0.941 0.024 0.009
Oil prices 0.175 0.001 0.000 | 0.159 0.001 0.000
Food prices*share 0.982 0.124 0.037 | 0.988 0.129 0.038
Neer*open 0.602 -0.032 0.016 | 0.753 -0.052 0.020
Output gap 0.992 0.193 0.054 | 0.995 0.199 0.055
Remittances/GDP 0.034 0.001 0.004
Monetary aggregates 0.155 0.003 0.001
No. of regressions 2037 7817

No. obs

No. countries 23 23

Notes: bold figures indicate that the estimated posterior inclusion probability is higher than the prior inclusion probability of 0.5
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6 CONCLUSIONS

This study had a twofold objective. We first provided stylised facts regarding factors that could bring about
higher inflation rates during economic catching up and then provided quantitative results concerning the relative
importance of most of the factors possibly shaping inflation developments in the new EU members — by
comparing them to the old member countries. We argued that the Balassa-Samuelson effect was not particularly
important in the new member states for numerous reasons. Our estimation results strongly backed the stylised
facts and highlighted that the Balassa-Samuelson does not seem to matter for inflation developments in Europe.
We argued that advances in real convergence could lead to a shift in consumption patterns of households. Richer
households tend to consume higher quality goods (quality effect), less energy and foodstuff and more services
(composition and demand-side effect). In addition, higher wages could (but need not) increase the price of
domestically produced and consumed goods and the prices of all goods and services via more expensive
wholesaling and retailing. Our estimation results showed that initially lower prices and composition shifts in the
inflation basket reflecting changes in household consumption patterns can lead to higher inflation rates possibly
via the quality, composition and demand-side effects that affect both tradable and nontradalbe goods.

In addition, regulated prices and the output gap seem to be important determinants of inflation rates in the new
member countries, and also the nominal exchange rate and house prices matter to some extent. Interestingly, the
growth rate of monetary aggregates appear to bear a robust positive relationship in the new member countries but
not in Western European countries. Finally, credit growth (capturing the recent credit boom in a number of CEE
countries) does not show up in the estimation results, perhaps because its effect is captured by developments in
the output gap (with which it is highly correlated).
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ABSTRACT

This paper estimates the Balassa-Samuelson effects for 11 countries in central and eastern Europe on a
disaggregated set of quarterly data covering the period from the mid-1990s to the first quarter of 2008. The
Balassa-Samuelson effects are clearly present and explain around 24% of inflation differentials vis-a-vis the euro
area (about 1.2 percentage points on average); and around 84% of domestic relative price differentials between
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The paper presents mixed evidence on whether the Balassa-Samuelson effects have declined since 2001
compared with the second half of the 1990s.
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1 INTRODUCTION

The purpose of this paper is to assess, as precisely and transparently as possible, the degree to which faster
productivity growth in tradable versus non-tradable sectors of countries in central and eastern Europe (CEE)
contributes to domestic inflation and to inflation differentials that these countries exhibit vis-a-vis the euro area.
These two effects — the domestic and international versions of the Balassa-Samuelson effect — are part of the
structural inflation phenomenon and as such are of key importance for economic policy. As observed by Padoa-
Schioppa (2003), not all inflation in the catching-up economies is “pathological” — faster productivity growth in
industries producing tradable goods and services is part of the “physiology” of economic development. If labour
and capital markets are unencumbered, there is not much that economic policy could or should do to control this
source of inflation.

The magnitude of the Balassa-Samuelson effect is therefore of considerable interest for policymakers in EMU
candidate countries and relevant EU institutions. If the productivity growth differential between the traded and
non-traded goods sectors is larger in an EMU candidate country than the euro area, the overall inflation will be
higher in the candidate country. Under a fixed exchange rate regime, this will result in real exchange rate
appreciation. Under a flexible exchange rate regime, it will result in some combination of nominal appreciation
and CPI inflation. Both scenarios might create problems with the fulfilment of the Maastricht criteria for
inflation and exchange rate stability.

Consider countries with a fixed exchange rate regime. If monetary policy were to keep inflation around the
benchmark — average of three EU countries with lowest inflation — but the Balassa-Samuelson effect was greater
than the 1% percentage point margin allowed by the Maastricht treaty, the inflation criterion might be missed.*
The authorities might therefore feel compelled to maintain, at least temporarily, relatively restrictive monetary
and fiscal policies in order to meet the inflation criterion. This might dampen economic growth and job creation.
In such circumstances, it might be difficult to explain to the public why the economy needs to slow down in
order to adopt the common currency — reasonable observers might argue that the country is being “punished” for
catching up too fast.

In countries with flexible exchange rate regimes, the policy dilemma resulting from the Balassa-Samuelson
effect is somewhat less pronounced. If monetary policy were to keep inflation below the Maastricht ceiling but
the Balassa-Samuelson effect was greater than 12 percentage points, the optimal response would be to allow the
exchange rate to appreciate. The resulting appreciation is not likely to be a major obstacle for the fulfilment of
the exchange rate stability criterion: the Balassa-Samuelson effect would have to be truly large to exhaust the
15% band of the ERM II in two years, assuming that the exchange rate starts in the middle of the band.*®
However, rapid exchange rate appreciation might attract large and volatile capital inflows and through this
channel negatively affect financial stability and external competitiveness (see Mihaljek, 2008).

Not surprisingly, there has been much discussion in the literature on the existence, size and policy implications
of the Balassa-Samuelson effect in CEE, so much so that the first literature reviews have been published (see eg
Egert, 2003; Egert et al, 2006). The early empirical literature (Golinelli and Orsi, 2002; Halpern and Wyplosz,
2001; Kovacs and Simon, 1998; Rother, 2000) argued that the Balassa-Samuelson effect was relatively large. If
inflation is structurally out of line with the benchmark value in the EU because of strong catching-up effects, the
proposition to relax the inflation criterion becomes empirically plausible. Consequently, there have been calls
both by academics (Begg et al, 2003; Buiter and Grafe, 2002; Buiter and Siebert, 2006; Darvas and Szapary,
2008) and policy makers (Szapary, 2000) to relax the Maastricht inflation criterion.*’

@ According to the Maastricht inflation criterion, EMU candidates have to show a price stability performance that is sustainable and an
average rate of inflation (observed over a period of one year before the examination) that does not exceed by more than 1’2 percentage points
that of, at most, the three EU member states with the best price stability performance.

@5 The Maastricht exchange rate stability criterion requires EMU candidates to spend at least two years “without severe tensions” — in
particular without devaluing against the euro — in the exchange rate mechanism of the European Monetary System, the so-called ERM II.
ERM II is an exchange rate arrangement with fixed but adjustable central parities against the euro and a normal fluctuation band of +15%
around these parities. The assessment of exchange rate stability against the euro focuses on the exchange rate being close to the central rate
while also taking into account factors that may have led to an appreciation. The width of the fluctuation band within ERM II does not
prejudice the assessment of the exchange rate stability criterion.

“7 For overviews, see eg Deroose and Baras (2005); and Mihaljek (2006).
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However, more recent empirical studies found the Balassa-Samuelson effect to be relatively small. For instance,
in our earlier paper (Mihaljek and Klau, 2004) we found that the Balassa-Samuelson effect in central European
countries explained on average only between 0.2 and 2.0 percentage points of annual inflation differentials vis-a-
vis the euro area. We also argued that, as the pace of catching-up decelerates, these effects were likely to
decrease and hence should not become a determining factor in the ability of these countries to satisfy the
Maastricht inflation criterion. Other studies (including Cipriani, 2001; Coricelli and Jazbec, 2001; Egert, 2002a
and 2002b; Egert et al, 2003; Flek et al, 2002; Kovacs, 2002; Lojschova, 2003) similarly found these effects to
be small.

The literature has also identified some puzzles related to the operation of the Balassa-Samuelson effect (see
Egert and Podpiera, 2008). On the one hand, the evidence suggests that this effect is not the main driving force
of the observed relatively high inflation rates of 3—6% per annum in most CEE countries. On the other hand,
although productivity growth in the tradable sectors has indeed been high, it has not led to correspondingly high
inflation rates. Several explanations of these puzzles have been elaborated, including a trend increase in tradable
prices related, inter alia, to steady quality improvements (Cincibuch and Podpiera, 2006); the role of regulated
price adjustments in overall inflation (MacDonald and Wojcik, 2004); a disconnection between productivity
growth and real wages in the manufacturing sector (Egert, 2007); incomplete wage equalisation and substantial
productivity gains in market non-tradables (Alberola-Ila and Tyrvéinen, 1998); and the low share of market non-
tradables in consumer price indices of CEE countries (Egert et al, 2006).

Any addition to this burgeoning literature therefore has to be justified. The main contribution of the present
paper is the size and up-to-dateness of the sample — we analyse quarterly data from eleven CEE countries from
the mid-1990s through the first quarter of 2008. For more than half of the countries in our sample — Bulgaria,
Croatia, Estonia, Latvia, Lithuania and Romania — there are only a handful of empirical studies of the Balassa-
Samuelson effect.”® For these six countries as well as the remaining new member states from CEE included in
our sample — the Czech Republic, Hungary, Poland, Slovakia and Slovenia — there have been hardly any
estimates of the Balassa-Samuelson effect covering the period since 2004.* This period is relevant because, with
the exception of Croatia, all countries in the sample have since joined the European Union. Several of them
(including the Baltic states) have entered the exchange rate mechanism ERM 11, and two of these — Slovenia and
Slovakia — have already passed the Maastricht tests. Assessing the size of the Balassa-Samuelson effect for these
countries is therefore of particular interest.

Another contribution of the present paper is greater precision of our estimates than in the past (eg, compared
with Mihaljek and Klau, 2004). One reason is the much better quality of the data that have been released over the
past few years by national statistical authorities and Eurostat, in particular for Poland, Slovakia, the Baltic states,
Bulgaria and Romania. This has enabled us to extend the coverage of tradable sectors to agriculture, forestry and
fishing, which are major sources of exports of several countries in the region; and to directly include one
additional key variable, the share of non-tradables, in regression equations that are being estimated. We also
examine whether productivity growth and the Balassa-Samuelson effects have diminished in recent years, an
issue that has not been addressed systematically in the literature so far.

Finally, one advantage of our approach is the simple, transparent estimating framework that can be easily
interpreted by policymakers and replicated by researchers with access to more disaggregated data.

Section 2 discusses the analytical framework and some relevant data issues.

Section 3 reviews historical developments in productivity and inflation differentials within CEE countries and
between those countries and the euro area over the sample period. Section 4 discusses our econometric estimates
of the Balassa-Samuelson effects.

Section 5 summarises the main results and briefly notes some of their policy implications.

“9 See Burgess et al (2003); Chukalev (2002); Egert (2005a) and (2005b); Egert et al (2003); Funda et al (2007); Mihaljek and Klau (2004)
and (2007); Nenovsky and Dimitrova (2002); and Wagner and Hlouskova (2004).
“9 In Mihaljek and Klau (2007) we cover the period through 2005:Q1 for six central European countries.
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2  ANALYTICAL FRAMEWORK

Using the distinction introduced in our 2004 paper, we discuss two versions of the Balassa-Samuelson
effect, the “international” effect (equation 1) and the “domestic” effect (equation 2):*

A A K A 5 A A * 5* AT* A *
P, — D, =const+é, +(1—0!,)[( a —a1-(-e)| — la" -a" ] (D
4 v
NT T T NT
. . o). .
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4
where circumflexes (%) stand for the growth rates; “*” denotes variables in the euro area; p — j)/* is the
NT T
difference in consumer price inflation between a given CEE country and the euro area; p, - p, represents the

difference in domestic inflation rates of non-tradables and tradables, ie the growth rate of the relative price of
non-tradables; ¢, is the rate of nominal exchange rate depreciation (units of domestic currency vis-a-vis the

euro); o, is the share of traded goods in the consumption basket; 4/ and 4" are the growth rates of average

labour productivity in tradable and non-tradable sectors, respectively; y and J are production function
coefficients (labour intensities in traded and non-traded sectors); and const is a term containing coefficients a, y
and J.

Equation (1) states that the difference in rates of inflation between two countries can be expressed as the sum of
changes in the exchange rate (of the home country’s currency vis-a-vis the foreign currency) and productivity
growth differentials between traded and non-traded industries at home and abroad, weighted by the respective
non-tradables’ shares.

Equation (2) states that the growth rate of the relative price of non-tradable goods can be expressed as the
difference in average labour productivity growth between tradable and non-tradable sectors.

Both versions of the Balassa-Samuelson effect are thus hypotheses about the structural origins of inflation: in the
international version, about the tendency for inflation in the catching-up economies to be higher than in the
economies they are converging to; and in the domestic version, about the tendency for the domestic prices of
non-tradables to rise faster than those of tradables.

The structural factor that explains the tendency in both cases is the relative productivity growth differential.
Historically, productivity growth in the traded goods sector has been faster than in the non-traded goods sector.
If the law of one price holds, the prices of tradables tend to get equalised across countries, while the prices of
non-tradables do not. Higher productivity in the tradable goods sector will bid up wages in that sector and, with
labour being mobile, wages in the entire economy will rise. Producers of non-tradables will be able to pay the
higher wages only if the relative price of non-tradables rises. This will in general lead to an increase in overall
inflation in the economy.

Graphs Al and A2 in the Appendix verify two key assumptions of the Balassa-Samuelson hypothesis: first, that
productivity growth in the tradable sector bids up wages in that sector; and second, that wage growth in the
tradable sector spreads to the non-tradable sector. As shown in Graph A1, real wage growth in tradable industries
generally closely follows productivity growth in tradables over the sample period. In some cases (Croatia,
Latvia, Lithuania, Slovakia, Slovenia), strong productivity gains in tradables are not entirely passed onto real
wages in that sector. Graph A2 provides clear evidence of wage equalisation between tradables and non-
tradables in CEE countries — it is remarkable how closely together wages in the two sectors have moved over
longer periods in virtually all the countries in the region.

Several analytical points about this model are worth noting. First, the size of the Balassa-Samuelson effect
depends on the relative rather than the absolute productivity growth differential. For instance, let a’ = 3%, a"" =
1%, a” = 4%, "™ = 3%.°" Then productivity growth in both tradables and non-tradables is higher abroad, but
with (a™=a"") > (a"—a"™), higher inflation at home would still be an equilibrium phenomenon. Similar to the
theory of comparative advantage in international trade, the importance of the relative instead of the absolute
productivity differential is often ignored in empirical studies, which assume that productivity growth in non-

9 The two equations are derived in Mihaljek and Klau (2004); see also Egert (2003) and Egert et al (2006).
D For ease of notation, circumflexes will be omitted in the text, graphs and tables and used only in equations.
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tradables is the same across countries or equal to zero. If this were the case, the Balassa-Samuelson effect in the
above example would be negative (—1 percentage point).

Second, the size of the Balassa-Samuelson effect depends on the relative shares of non-traded goods (1—¢) at
home and abroad. This is also typically ignored in empirical studies by assuming not only that o, = o,*, but also
that the shares are constant over time. These assumptions, however, may lead to large overestimates of the
effect.”> We avoid this bias by calculating different shares of non-traded goods for different countries for each
quarterly observation in the sample. This allows a much greater precision of the estimates because the shares of
non-tradables range over the sample from under 40% to over 80%. On average, the non-tradables’ share in CEE
increased from 58% in the mid-1990s to 69% in 2007—-08.

One should also note that we derive the non-tradables’ shares from national income accounts in constant prices
rather than the weight of non-tradables in consumer price indices (usually proxied by the weight of services in
the CPI). While the latter is analytically correct — equation (1) is derived from the expression for the CPI as a
weighted average of tradables and non-tradables — the former is preferable in empirical work because of the
downward bias in the CPI weights of services in CEE countries. For instance, market-based non-tradables
account for only around 20-30% of the CPI basket in the Baltic states and south-eastern Europe, although they
represent on average around two-thirds of the value added in the economy. Using the CPI weights for non-
tradables would therefore seriously underestimate the “true” Balassa-Samuelson effects.

Third, the Balassa-Samuelson effect is sensitive to the classification of tradable and non-tradable sectors. There
is no accepted criterion for this classification, and data do not always allow one to make a clear distinction.
Consider for instance an often used benchmark for tradables proposed by De Gregorio et al (1994): tradable
industries are those with a share of exports in value added of 10% or more. To take an extreme example, housing
is usually considered a quintessential non-tradable. But much of the housing in coastal areas of Bulgaria, Croatia
and some Baltic states has been constructed and sold to non-residents in recent years. Data on such sales are
generally unavailable, so a substantial part of “exports” of the construction industry might be underreported.
Business services are another example of an industry typically classified as non-tradable, even though many
companies in this sector are providing their services to (ie, are outsourcing for) foreign companies.

The classification used in this paper nonetheless follows the traditional approach: agriculture, hunting and
forestry; fishing; mining and quarrying; and manufacturing are classified as tradables (NACE branches A-D);
while electricity, gas and water supply; construction; wholesale and retail trade; hotels and restaurants; transport,
storage and communication; financial intermediation; and real estate, renting and business activities (NACE
branches E-K) are classified as non-tradables.*® Not considered because of their largely non-market content are
public administration, defence and compulsory social security; education; health and social work; other
community, social and personal services; and activities of households (NACE branches L—P).

We also estimated regressions with hotels and restaurants, and wholesale and retail trade, classified as tradables,
but decided not to report these estimates because data for the euro area could not be disaggregated in the same
fashion.>® In other words, the classification used in this paper has a fairly generous share of non-tradables, and
our estimates of the Balassa-Samuelson effect are probably upward-biased — first, because some ex ante low-
productivity sectors are not among the tradables; and second, because the share of non-tradables (which, as noted
above, has a big impact on the size of the effect) is higher than in the studies that derive this share from the
weights of goods and services in the CPI basket.

Fourth, the Balassa-Samuelson effect is sensitive to the assumption about factor intensities in non-traded and
traded sectors (d and p). Like the rest of the literature, we assume that d/y = */»* = 1, ie, that factor intensities in
tradable and non-tradable sectors are the same and do not differ across countries. The reason is practical: very
few countries publish income-based GDP data disaggregated for different sectors of the economy. We verified
this assumption only for the case of Hungary —the assumption that factor intensities can be approximated by
factor shares seems to hold there. In general, however, the labour share in non-tradable industries is higher and,
moreover, the ratio of labour shares should be higher in the euro area because tradable industries in CEE are
probably more labour-intensive than in the euro area. This effect would tend to reduce the contribution of

2 For instance, data in Tables 1 and 2 imply (using the average for CEE) that (/-a)(a’—a"") — (1-0)(a"*-a""*) = 0.635x3.9 — 0.687x2.4 =
0.83. With a0 = o* = 0.635, the Balassa-Samuelson effect would be equal to 1.03, ie about 25% higher.

3 The Appendix provides a detailed description of all data used in the paper.

B9 1t is not clear why Eurostat does not make available on its website the breakdown of all 16 branches of NACE for the euro area; currently,
only a six-branch breakdown is available (A-B, C-E, F, G-I, J-K, and L-P).
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productivity differentials to inflation differentials. In other words, it is likely that the “true” Balassa-Samuelson
effects are lower than those estimated here under the assumption of equal factor intensities.

Finally, like other studies of the Balassa-Samuelson effect, this paper uses data on average labour productivity
(ALP) rather than total factor productivity (TFP).>> The reason is the lack of data on capital stocks for central
European economies. While, in theory, one could construct these data from statistical series on capital
investment, data on initial capital stocks are either unavailable (in particular at industry level) or so unreliable as
to make the exercise of questionable empirical value. One consequence of using APL rather than TFP is that
labour productivity differences exaggerate true differences in fotal factor productivity, since average labour
productivity growth is a sum of TFP growth and capital deepening weighted by the share of non-tradables.
Therefore, the growth rate of labour productivity might be systematically higher or lower than total factor
productivity, with capital intensity working as a sort of leverage. In particular, extra capital raises output, holding
other factor inputs constant, and therefore raises measured output per worker. The resulting bias is likely to be
greater for relatively capital-intensive tradables than for non-tradables as well as for economies with a relatively
higher endowment of capital (ie the euro area).

3 PRODUCTIVITY AND INFLATION IN TRADABLE AND NON-
TRADABLE SECTORS

Table 1 summarises developments in productivity growth and inflation in 11 CEE countries and the euro area
from an initial observation in the 199698 period to the first quarter of 2008. In line with the Balassa-Samuelson
hypothesis, productivity growth was higher in tradable sectors, and relative prices increased faster in non-
tradable sectors, in all 12 economies considered.’” However, no clear pattern between productivity differentials
and relative price differentials seems to emerge at first sight: Slovakia, for instance, had the highest productivity
differential and one of the lowest relative price differentials; while Bulgaria had the lowest productivity
differential and one of the highest relative price differentials (Graph 1).

Yet when one looks at country averages, there seems to be strong support for the domestic Balassa-Samuelson
hypothesis. More specifically, data in Table 1 suggest that the average productivity differential (a” — a"") for 11
CEE countries (3.7 percentage points), corrected for the share of non-tradables (64%, shown in Table 2), was
exactly equal to the sectoral price differential (p"" — p”) of 2.3 percentage points.

6% See, however, Egert et al (2006), pp. 12—13, for a version of equation (1) that allows the use of ALP in its own right rather than as a proxy
for total factor productivity. That version, however, can be used only in regressions with the real exchange rate as the dependent variable.

(9 Using the Cobb-Douglas production function, (dY/Y) / (dL/L) = (dA/A) + (1-o) (dK/K) / (dL/L).

©7 In the euro area, inflation of non-tradables was only marginally higher than that of tradables.
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Table 1: Productivity growth and inflation in CEE!

Productivity growth Inflation
Country (ty)
aT aNT aT_ aNT 2 P 3 pT pNT pNT_ pT 4
Bulgaria (1998:Q2) 33 2.9 0.4 6.8 4.7 7.6 29
Croatia (1997:Q1) 52 2.3 2.9 34 2.8 59 3.1
Czech Rep. (1996:Q1) 6.3 2.8 3.5 3.6 1.6 4.0 24
Estonia (1997:Q1) 9.0 59 3.1 5.1 4.2 6.1 1.9
Hungary (1996:Q1) 6.0 2.1 3.9 8.4 8.0 8.1 0.1
Latvia (1998:Q2) 8.8 53 3.5 5.0 5.1 5.5 0.4
Lithuania (1996:Q1) 9.6 5.2 4.4 33 2.1 4.8 2.7
Poland (1997:Q1) 6.2 2.5 3.7 5.6 4.0 6.6 2.5
Romania (1997:Q1) 9.3 5.5 3.8 233 17.4 23.6 6.2
Slovakia (1996:Q1) 9.5 2.0 7.5 6.4 39 5.7 1.8
Slovenia (1996:Q3) 6.7 22 4.5 6.0 4.0 6.3 1.4
Average 7.3 3.5 3.7 7.0 53 7.7 2.3
Euro area (1997:Q1) 2.8 0.4 2.4 2.0 1.9 1.9 0.0

! Four-quarter percentage changes, period averages (initial observation to shown in parentheses after the country name). T =
fradables; NT = non-tradables. For the composition of tradable and non-tradable industries and price indices see the

Appendix. 2 Difference between productivity growth in fradable and non-tradable sectors, in percentage points. 3 Overall CPI
inflation. # Difference between inflation of non-tfradable and fradable components of the CPI, in percentage points.

Graph 1: Domestic productivity growth and relative price differentials
In percentage points, period average
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Source: Authors’ calculations, based on the data described in the Appendix.

Table 2 summarises developments in productivity and inflation differentials of CEE countries vis-a-vis the euro
area. All CEE countries recorded higher average annual inflation than the euro area over this period, with the
differential ranging from around
1.3 percentage points in Croatia and Lithuania to more than 20 percentage points in Romania. All CEE countries
(with the exception of Bulgaria) also achieved faster productivity growth in tradables vs. non-tradables than did
the euro area. The sectoral productivity differential was on average equal to 1.6 percentage points, or 0.8 point
when corrected for the share of non-tradables. This suggests that productivity differentials could explain only
around 16% of the CEE countries’ average 5 percentage points inflation differential vis-a-vis the euro area. On
this preliminary evidence, the international Balassa-Samuelson effect appears to be weaker than the domestic
effect, which is in line with previous findings in the literature.
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Table 2: Productivity and inflation differentials in CEE vis-a-vis the euro area!

. Change in Sectoral Balassa-
Inflation : .. Share of non-
differential nominal productivity tradables (%) Samue]s}on
Country (t) exchange rate’ differential effect
ountry (t
(@ - a") - (1-0)(a™a"") -
p-p* e (aT*_ aNT*) (1- (I-a*)
(a"a"™%)

Bulgaria (1998:Q2) 4.8 0.0 2.0 62.7 -14
Croatia (1997:Q1) 1.4 0.6 0.5 56.5 0.1
Czech R. (1996:Q1) 1.6 23 1.1 622 0.5
Estonia (1997:Q1) 3.1 0.2 0.7 71.0 0.6
Hungary (1996:Q1) 6.4 25 1.5 59.6 0.7
Latvia (1998:Q2) 2.9 0.9 1.1 76.9 1.0
Lithuania (1996:Q1) 1.3 -3.2 4.4 66.4 1.3
Poland (1997:Q1) 3.6 1.4 1.3 67.5 0.8
Romania (1998:Q2) 213 144 1.4 53.6 0.2
Slovakia (1996:Q1) 4.4 -1.2 5.1 60.9 2.9
Slovenia (1996:Q3) 4.0 3.1 2.1 61.7 1.1
Average 5.0 1.5 1.6 63.5 0.8
Euro area (1997:Q1) 2.4 68.7

! Four-quarter percentage changes, period averages (initial observation to shown in parentheses after the country

name).

sectoral productivity differentials to the inflation differential vis-a-vis the euro area.

2 Negative sign denotes appreciation (fewer units of domestic currency per euro), positive depreciation.

3 Contribution of

Changes in nominal exchange rates against the euro (a 1% percentage point annual depreciation on average)
explain around 30% of the CEE countries’ inflation differential vis-a-vis the euro area. It is quite surprising how
stable, on average, nominal exchange rates have been over the past 10-12 years, including in the Czech
Republic, Hungary and Poland, which had adopted inflation targeting and flexible exchange rate regimes.
Because of this stability, even with a full pass-through of import prices to domestic inflation, the impact of
exchange rate changes on domestic inflation — and hence on inflation differential vis-a-vis the euro area — seems
to have been modest.

Source: Authors’ calculations, based on the data described in the Appendix.

Graph 2: Productivity and inflation differentials vis-a-vis the euro area
In percentage points, period average

As with the domestic Balassa-Samuelson effect, no clear cross-country pattern emerges between the average size
of productivity differentials vis-a-vis the euro area on the one hand and inflation differentials on the other (Graph
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2). The former is in general much smaller than the latter, especially in Bulgaria, Hungary and Romania; the two
differentials are of about the same size only in Lithuania and come relatively close in Slovakia. This preliminary
evidence suggests that the international Balassa-Samuelson effects might be small.

With the Balassa-Samuelson effect and exchange rate changes explaining only about 46% of inflation
differentials vis-a-vis the euro area in this simple accounting framework, it is clear that other factors probably
play a more important role in inflationary dynamics in CEE countries. What these factors are will not be pursued
in this paper; for an exhaustive review see Egert (2007). We turn instead to the task of trying to estimate the
Balassa-Samuelson effects more precisely in an econometric framework.

4 ECONOMETRIC ESTIMATES OF THE BALASSA-SAMUELSON EFFECTS

To estimate the two versions of the Balassa-Samuelson effect using time series data, equations (1) and (2) are re-
specified as follows:

log(CPI/CPI"), = 1 + Polog(CPI/CPI),.; + Bilog(E/E,.;) +
ol (1-0) log(LP"/LP""),— (1-a") log(LP"/LP"") ] + &, 3)
log(CPI"/CPI'), = ¢, + ylog(CPIY"/CPI"),; + 1 log(LP"/LP""), + v, )

where c¢; and ¢, are constants; “*” denotes variables in the euro area; CPI is the index of changes in consumer
prices; CPI"" and CPI" are indices of changes in non-tradable and tradable goods prices; £ is index of nominal
exchange rate changes; LP" and LP"" are indices of average labour productivity growth in tradable and non-
tradable industries; and & and v, are error terms.

These two equations are estimated separately for each CEE country because we are interested in whether these
effects might be a determining factor in the ability of each of these countries to meet the Maastricht inflation
criterion. Admittedly, from an econometric perspective, pooling of the data for all countries or for groups of
countries based on exchange rate regimes (eg, fixed vs floating regimes) or other criteria (eg, geographical
region, size of the economy) and estimating panel regressions seems highly attractive. However, in the
assessment of the Maastricht criteria, convergence reports are prepared for individual countries, not groups of
countries. Moreover, as the results below will show, there is considerable heterogeneity among the countries in
our sample, so pooling of the data might bias the estimates and make the interpretation of the results tenuous.

By construction, all regression variables are differenced — all productivity and price indices in equations (3) and
(4) show seasonally adjusted, four-quarter percentage changes, and the exchange rate enters the regressions in
the form (E/E, ;). The stationarity of all time series was tested using the augmented Dickey-Fuller test. The
results are not shown because of the large volume of test output.®® The vast majority of time series proved to be
stationary in difference form with constant and/or with constant and trend, making it possible to use ordinary
least squares to estimate the regression equations. This has significantly simplified the estimation procedure.

A lagged dependent variable is included on the right-hand side in both regressions. One reason is that the
Breusch-Godfrey tests pointed to serial correlation of residuals in many regressions. Another is that we wanted
to capture persistence in inflation differentials and, at the same time, allow the possibility of partial adjustment of
inflation differentials to the changes in explanatory variables. The short-run Balassa-Samuelson elasticity is thus
given by the coefficient f,, and long-run elasticity by S/(1-[).

Standard regression statistics are not reported. The fit of regressions is generally very good (adjusted R* of 0.95
or higher), and standard test statistics are for the most part satisfactory. Many regressions of equation (4), and
some of equation (3), initially had serially correlated residuals, but after applying standard transformations of
lagged dependent variables, serial correlation was eliminated from most (though not all) regressions. As with the
small number of non-stationary time series, it is highly unlikely that the presence of serial correlation in such a
small number of cases could contaminate the estimates.

G% There would be well over 400 test results to report: 12 different time series for 12 countries, each for 3 cases (with constant, trend,
constant and trend).
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Table 3: Estimates of the international Balassa-Samuelson effect
Dependent variable: inflation differential vis-a-vis the euro area

Explanatory variables International Balaslsa-
Samuelson effect
Country
, log(CP/C (1-0)dog(LP'/LPY), -
(Pertodyy:a) PL).; sl (1-a*)dog(LP"*/LP"™%)
b Short-run | Long-run
B B ﬂzshorl run ﬁzlang run
Bulgaria (98:2-07:3) 0.796 —0.003 -0.016 0.006 0.031
Croatia (98:4-08:1) 0.923 0.127* —-0.102 -1.317 0.013 0.165
Czech R. (97:2-08:1) 0.775 0.115 0.081 0.360 0.038 0.169
Estonia (97:1-08:1) 0.963 0.058 1.583 0.035 0.947
Hungary (97:1-08:1) 0.921 0.135* 0.188 2.394 0.122 1.549
Latvia (98:4-07:3) 0.815 0.104* 0.120 0.649 0.115 0.619
Lithuania (96:2-08:1) 0.963 —-0.097 0.086 2.352 0.170 4.628
Poland (97:3-07:3) 0.900 0.041x 0.109 1.085 0.091 0.903
Romania (98:3-07:4) 0.959 0.177* 0.103 2.509 0.018 0.441
Slovakia (99:1-08:1) 0.833 0.263 0.116 0.695 0.327 1.961
Slovenia (99:1-07:4) 0.869 0.327 0.166 1.271 0.220 1.686
Average 0.883 0.132 0.084 1.051 0.105 1.191

All estimated coefficients are statistically significant at the 5% (or higher) test level, except for those marked with **”, which are
significant at the 10% test level, and those marked with “x”, which are not significant.

! Conftribution of sectoral productivity differential to inflation differential vis-a-vis euro area, in percentage points. Calculated as B2/
times the average productivity differential [(1-¢) (LPT-LPNT) — (1-o) (LPT*-LPNT*)] over the period for which the regression is estimated; i
denotes short-run and long-run elasticities.

The estimates of the international Balassa-Samuelson effects are shown in Table 3. With few exceptions, all
estimated parameters have the expected positive sign and are statistically significant at the 5% (or higher) test
level. The estimates of the short-run Balassa-Samuelson coefficient £, range from —0.10 (Croatia) to +0.19
(Hungary), and of the long-run coefficient from —1.3 (Croatia) to around 2.5 (Hungary, Lithuania and Romania).
On average, the short-run Balassa-Samuelson coefficient is about 0.08 and the long-run coefficient is about 1.1.

When these coefficient estimates are multiplied by the actual productivity growth differentials vis-a-vis the euro
area (LP'-LP"") — (LP""-LP"™) observed over the sample periods, one obtains the international Balassa-
Samuelson effects. The short-run effects were around 0.10 percentage point on average; the long-run effects
around 1.2 points on average. According to this calculation, inflation in CEE countries was on average about 1.2
percentage points higher than in the euro area because productivity growth in tradables vs. non-tradables in these
countries was faster than in the euro area. In Hungary, Lithuania, Slovakia and Slovenia, the long-run
international Balassa-Samuelson effects were higher than the 1% percentage point margin allowed by the
Maastricht treaty; in Estonia and Poland they were close to 1 percentage point; and in Latvia around 0.6 point. In
Bulgaria, Croatia, the Czech Republic and Romania, the estimated Balassa-Samuelson effects ranged from 0.03
to 0.44 percentage point.

For Bulgaria and Croatia, the estimates of the coefficient S, for the short-run Balassa-Samuelson effect are
negative. This reflects the fact that tradable/non-tradable productivity growth differentials in these countries are
lower than in the euro area (see Table 2). Nonetheless, when these negative coefficients are multiplied by, on
average, negative productivity growth differentials vis-a-vis the euro area (LP'—LP"") — (LP""-LP""™), one
obtains positive international Balassa-Samuelson effects for both countries (Table 3, last two columns).

All CEE countries exhibit a fairly high persistence of inflation differentials vis-a-vis the euro area: estimates of
the coefficient ) range from around 0.80 in Bulgaria, the Czech Republic and Latvia to around 0.96 in Estonia,
Lithuania and Romania, and all of them had the lowest standard errors.

Estimates of the pass-through of exchange rate changes to inflation differentials are less satisfactory. For Poland,

no statistically significant estimate of the coefficient f; could be obtained; for Lithuania the estimated coefficient
was negative and highly significant; and for Hungary, Latvia and Romania it was significant at the 10% level
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only. Bulgaria and Estonia have kept fixed exchange rates against the euro over the sample period, so exchange
rates were not included in their regressions. Latvia and Lithuania switched from their pegs to the SDR and the
dollar, respectively, closer to 2004, when they joined the EU, so the results for these countries — in particular the
negative exchange rate pass-through for Lithuania — are not entirely surprising. Interestingly, the highest pass-
through of exchange rate changes to inflation differentials was observed in Slovenia and Slovakia, the only two
countries in the sample that have fulfilled the Maastricht inflation criterion so far.

While these results on the whole suggest that the long-run Balassa-Samuelson effects in CEE might be fairly
large, one should not jump to the conclusion that they support claims that the Maastricht inflation criterion needs
to be reconsidered. The only countries for which the above regression estimates are very robust to small changes
in specifications are the Czech Republic, Lithuania and Slovakia. For all other countries, small changes in initial
or final observations, or in the lag structure of explanatory variables, often affected the size and statistical
significance of the estimates.

Estimates of the domestic Balassa-Samuelson effects are shown in Table 4. All estimates of the coefficient 3’
except one are statistically highly significant. However, the sign of the short-run Balassa-Samuelson coefficient
for Hungary, Latvia and Lithuania is negative, although the size of the coefficient in each case is relatively small.
In these three countries, faster productivity growth in tradable vs. non-tradable industries has been associated
with a small decline in the relative price of non-tradables, contradicting the Balassa-Samuelson hypothesis. In all
other countries, the coefficient on relative productivity growth has the expected positive sign; its size ranges
from 0.05 (Poland) to 0.24 (Bulgaria).

Estimates of the coefficient J on lagged relative price changes have the expected positive sign and are
statistically highly significant. Their fairly large size indicates strong persistence of past relative price changes
and also leads to high estimates of the long-run effects of differential productivity growth 7.

The contribution of changes in relative productivity differentials (LP—LP"") to changes in relative price
differentials (CPI""/CPI") is obtained by multiplying the short-run and long-run coefficients » with the
respective average values of productivity differentials over the sample periods. These contributions amount on
average to 0.22 percentage point in the short run and 1.94 points in the long run. Over the long run and on
average, the domestic Balassa-Samuelson effects thus account for about 84% of the observed relative price
differential of 2.3 percentage points.
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Table 4: Estimates of the domestic Balassa-Samuelson effect
Dependent variable: domestic relative price differential PNT/PT

Explanatory variables o

Cont;lb“t\,l;) n of Domestic Balassa-

Country log(CPI"" o ((lg;’l/%fClzltTj Samuelson effect’

(Period yy:q) CPI'),., Log(LP/LP™):
% ¥ ¥ Short-run | Long-run | Short-run | Long-run

Bulgaria (98:2-07:3) 0.873 0.244 1.924 0.103 0.811 0.065 0.509
Croatia (98:4-08:1) 0.794 0.121 0.584 0.320 1.552 0.181 0.877
CzechR. (97:2-08:1) 0.944 0.080 1.433 0.284 5.079 0.176 3.143
Estonia (97:1-08:1) 0.877 0.077* 0.628 0.315 2.561 0.223 1.814
Hungary (97:1-08:1) 0.878 —0.038 -0.308 -0.132 -1.079 -0.078 -0.640
Latvia (98:4-07:3) 0.897 —0.039 —0.377 —0.128 —1.248 -0.099 —0.963
Lithuania (96:2-08:1) 0.965 —-0.036 -1.023 -0.156 —4.481 -0.103 -2.975
Poland (97:3-07:3) 0.950 0.045 0.890 0.165 3.290 0.111 2.221
Romania (98:3-07:4) 0.954 0.097 2.139 0.422 9.269 0.217 4.758
Slovakia (99:1-08:1) 0.740 0.109 0.418 0.880 3.383 0.531 2.044
Slovenia (99:1-07:4) 0.839 0.074 0.457 0.355 2.201 0.219 1.357
Average 0.883 0.067 0.615 0.221 1.940 0.131 1.104

All estimated coefficients are significant at the 1% test level, except the one for Estonia marked with “*", which is significant at the 10%
test level.

1 Contribution of the sectoral productivity differential (LP™-LPNT) to non-tradable/tradable goods inflation, in percentage points.
Calculated as %' times the average productivity differential observed over the sample period, where i denotes short-run and long-run
elasticities. 2 Contribution of sectoral productivity differential (LP™-LPNT) to (CPINT/CPI") adjusted for the share of non-tradables (1-
o); in percentage points. This is a proxy for the contribution of (LP™-LPNT) to overall inflation.

The contribution of relative productivity differentials to relative price differentials can be translated into the
contribution to overall inflation as follows. Starting from the definition of consumer price inflation as a weighted
average of tradable and non-tradable goods price inflation (equation 5):

po=op; +(1-e)p” )

where a is the share of traded goods in the CPI basket, and using the expression for the relative price of non-
tradables from equation (2) one obtains equation (6):

b, =b/ +1-a)a -a'") (6)

Ie, the contribution of relative productivity differentials to overall inflation is proportionate to the share of non-
tradables (/—a) multiplied by the contribution of relative productivity differentials to relative price differentials.
This expression gives estimates of the domestic Balassa-Samuelson effect shown in the last two columns of
Table 4. On average, the short-run effect amounts to 0.13 percentage point, and the long-run effect to
1.10 points. Faster growth of relative prices of non-tradables, resulting from faster growth of productivity in
tradable relative to non-tradable industries, may thus have contributed on average around 1.10 percentage points
to inflation in CEE countries over the long run. In other words, the domestic Balassa-Samuelson effect may on
average explain only around 16% of overall domestic CPI inflation of 7% in CEE countries.

What is the evidence on the size of the Balassa-Samuelson effect over time?
In the simple accounting framework presented in Tables 1 and 2, the results are mixed. If we take the last quarter
of 2001 as the mid-point of the sample, the international and domestic Balassa-Samuelson effects declined in the

more recent sub-period (from 2002 to QI1:2008) in Bulgaria, Croatia, Hungary, Latvia and Slovakia; but
increased in the Czech Republic, Estonia, Lithuania, Poland and Slovenia (Table 5).
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Table 5: Balassa-Samuelson effect over time

Accounting framework' Chang:sitlilnei;(t):sgmetric
Country International BSE Domestic BSE
Inter- Domestic
t0-2001:Q4 22000028:%11_ t0-2001:Q4 22000028:%11_ national BSE BSE
Bulgaria 0.7 -2.8 0.7 -2.8 no A !
Croatia 0.8 -0.5 4.7 1.7 l l
Czech Republic -0.3 1.1 2.6 42 no A T
Estonia -1.4 1.9 4.2 4.7 no A l
Hungary 0.7 0.6 43 3.6 noA
Lithuania -0.5 2.7 2.1 6.2 ! T
Latvia 2.3 0.5 4.2 2.6 noA noA
Poland -0.5 2.0 2.0 5.1 no A l
Romania -1.0 1.1 2.3 5.0 l l
Slovakia 3.4 23 8.2 7.7 T no A
Slovenia 1.1 1.6 3.8 5.0 no A no A

! Based on the historical data summarised in Tables 1 and 2. 2 Based on the estimates of regression equations (3) and (4) for two
sub-periods of the main mid-1990s-2008:Q1 period (determined for each country by Chow breakpoint tests). The entries indicate no
change (no A, increase (T) or decrease (|) in the estimated Balassa-Samuelson coefficient between the earlier and later periods.

The results of econometric estimates are also mixed. For the international effect, the Chow breakpoint test
indicated the presence of a structural breakpoint in the series for differential productivity growth (LP'—LP"")—
(LP"™*-LP"™*) for only four countries: Croatia (at 2004:Q1), Lithuania (2000:Q1), Romania (2001:Q2) and
Slovakia (2002:Q1). Evidence on changes in the size of the short-run Balassa-Samuelson coefficient ;" in the
respective sub-periods was mixed. The size of the coefficient declined in the second sub-period (ie, from the
breakpoint through 2008:Q1) in Croatia, Lithuania and Romania, but increased substantially in Slovakia. These
estimates are unreliable, however, because of the short length of the time series and — in the case of Croatia,
Romania and Slovakia — the long time lags (7-10 quarters) with which differential productivity growth affects
inflation differentials vis-a-vis the euro area.

For the domestic Balassa-Samuelson effect, the Chow breakpoint test indicated the presence of a structural
breakpoint in the (LP"/LP"") series for all the countries except Latvia, Slovenia and Slovakia. The breakpoints
were at 2002:Q1 for Bulgaria, Croatia and Romania; 2003:Q1 for the Czech Republic, Estonia, Hungary and
Poland; and 2001:Q1 for Lithuania. The size of the short-run coefficient 7" declined in the second, more-recent
sub-period in Bulgaria, Croatia, Estonia, Hungary, Poland and Romania, reflecting the slowing of productivity
growth in tradables vs. non-tradables in recent years compared with the second half of the 1990s. The coefficient
7' increased in the more recent sub-period only in the Czech Republic and Lithuania. Because of the short length
of the time series, these sub-period estimates of the domestic Balassa-Samuelson effects are less reliable than the
estimates shown in Table 4, though on the whole they are somewhat better than those for the international effect
by sub-periods.
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5 CONCLUDING REMARKS

This paper has confirmed the presence of the Balassa-Samuelson effects in CEE countries in the period since the
mid-1990s through the first quarter of 2008. Higher productivity growth in tradable relative to non-tradable
industries has contributed to both higher inflation vis-a-vis the euro area (the international Balassa-Samuelson
effect) and faster increases in domestic relative prices of non-tradables (the domestic Balassa-Samuelson effect).
As shown in Graph 3, the international effects explain on average around 24% of inflation differentials vis-a-vis
the euro area (about 1.2 percentage points on average). And the domestic effects explain on average 84% of the
domestic relative price differentials of non-tradables vs. tradables, or about 16% of overall domestic CPI
inflation (about 1.1 percentage points on average).

Graph 3: Percentage of inflation differential vis-a-vis the euro area,
and of domestic CPl inflation, explained by international
and domestic Balassa-Samuelson effects

100 ~
87

O International BSE / (CPI - CPI¥)
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Source: Authors’ calculations, based on the data described in the Appendix.

For several reasons, estimates of the Balassa-Samuelson effects obtained in this paper are likely to be upward
biased. In particular, we used the shares of non-tradables in value added rather than in the consumption basket,
and we classified some low-productivity tradable services as non-tradables. Additional control variables such as
regulated prices, which are important in non-tradable sectors, might also reduce the size of the Balassa-
Samuelson effects compared to the estimates in this paper. However, by extending our sample to a larger number
of countries and a much longer period; including the important sector of agriculture in tradables; and especially
by using country- and time-specific shares of non-tradables, we have obtained more precise and representative
estimates of the Balassa-Samuelson effects than have other available studies.

Real convergence since the early 2000s seems to have reduced the domestic Balassa-Samuelson effects in
several countries and the international effects in somewhat fewer countries. But for several countries, the size of
both effects may have increased.

The experience of Slovenia and Slovakia, both of which have relatively strong Balassa-Samuelson effects vis-a-
vis the euro area (estimated at 2.0 and 1.7 percentage points, respectively), shows that it is possible to fulfil the
Maastricht inflation criterion even if these effects might be higher than the 1% percentage point margin allowed
by the Maastricht treaty. At the same time, it cannot be ruled out that a strong Balassa-Samuelson effect could
complicate the policy tradeoffs for some EMU candidate countries. Arguably, Lithuania’s strong Balassa-
Samuelson effect, estimated at 4.6 percentage points, may have been one of the factors behind the country’s
unsuccessful bid to join the euro area in 2007. This suggests that the Balassa-Samuelson effects are likely to
remain on the policy and research agenda for a while, given that the pace of catching-up is likely to remain
uneven across countries seeking to join EMU.

Against this background, one should perhaps caution against attempts to start using estimates of the Balassa-

Samuelson effects in policy assessment. Obtaining precise and reliable estimates of these effects is much more
difficult than, for instance, obtaining estimates of potential GDP. In particular, measurement errors and room for
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discretion in transforming the data and applying even the simplest estimating procedures are not negligible.
Issues of equal treatment would inevitably arise if one sought to standardise these estimating procedures in
practice. Therefore, one would be hard pressed to recommend, in good confidence, an operationalisation of the
concept of the Balassa-Samuelson effect for the assessment of the Maastricht inflation criterion.
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APPENDIX

DATA DESCRIPTION

Traded and non-traded sectors

Traded goods and services: agriculture, forestry and hunting; fishing; mining and quarrying; manufacturing.
Non-traded goods and services: electricity, gas and water supply; construction; wholesale and retail trade, repair
of motor vehicles, personal and household goods; transport, storage and communication; financial
intermediation; real estate, renting and business activities.

Not included are public administration, defence and compulsory social security; education; health and social
work; other community, social and personal services; and activities of household.

DESCRIPTION OF VARIABLES

. Quarterly indices of value added growth (in constant prices) from the production-side estimates of
GDP. Sectors are aggregated into traded and non-traded using industries’ shares in total value added
in a given quarter.

. CPI rates of inflation with subcomponents (quarterly averages of monthly rates). The breakdown into
traded and non-traded goods and services followed the production-side classification as closely as
possible. However, the complete matching of sectors with price indices was not always possible. The
subcomponents are aggregated into traded and non-traded goods inflation using their weights in the

CPI basket.
. Nominal exchange rates of domestic currency against the euro (quarterly averages of daily rates).
. Employment (total number of workers, quarterly averages of monthly figures) in traded and non-

traded goods industries following the above classification. Employment in traded and non-traded
sectors obtained from industries’ shares in total employment (quarterly averages).

DATA TRANSFORMATIONS

. All variables entering regressions are first expressed in terms of chain indices showing four-quarter
percentage changes, with 1999:Q4 = 100.

. For some initial observations in the mid-1990s (sectoral breakdown of value added and employment),
quarterly data were linearly interpolated from annual data.

. All indices are then seasonally adjusted using the X-12 procedure.
. Finally, natural logarithms of seasonally adjusted indices are taken.
. These time series are tested for stationarity using the augmented Dickey-Fuller unit root test.

DATA SOURCES

Eurostat; national central banks and statistical offices; European Central Bank; BIS Data Bank; BIS staff
estimates.
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Appendix Graph Al: Productivity and wages in tradable industries
2000:Q4 = 100; not seasonally adjusted
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Appendix Graph Al (cont): Productivity and wages in tradable industries
2000:04 = 100; not seasonally adjusted
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Appendix Graph A2: Wages in fradable and non-tradable industries
2000:Q4 = 100; not seasonally adjusted
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Appendix Graph A2 (cont): Wages in tradable and non-tradable industries
2000:Q4 = 100; not seasonally adjusted
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ABSTRACT

The aim of the paper is to compare inflation persistence between the New Member States (NMS) that joined the
European Union in years 2004 and 2007 and selected euro area members. If the inflation persistence in the two
groups is different, NMS can encounter problems with the fulfillment of the Maastricht criterion on inflation and
- after entering the euro area - with the inflation divergence. We argue that due to the transition process
experienced by the NMS in the last 15 years, measures of inflation persistence need to be selected carefully. Two
measures are estimated. The first one is based on the simple univariate statistical model of inflation with time-
varying mean. The second one assumes inflation following fractionally integrated process and measures inflation
persistence within an ARFIMA model. Estimation results show that inflation persistence is not an issue for all
the NMS. On one hand, Bulgaria, Cyprus, Czech Republic, Malta, Romania, and Slovakia exhibit persistence
levels similar to those in the selected euro area countries. On the other hand, Estonia, Hungary, Latvia,
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1 INTRODUCTION

In the last fifteen years, the average inflation rate in the New Member States (NMS) amounted to 20% in
comparison to much lower level of 2.5% in the euro area countries (EAC). This significant difference in inflation
rates between the two groups of countries has been most often associated with real convergence and related
factors such as the Balassa-Samuelson effect or repercussions of the economic transformation such as price
deregulations (ECB, 2006). One would expect that these factors would gradually step aside as the NMS reach
advanced stages of real convergence. However, there is another class of factors that may reflect longer-term
characteristics of national economies and thus contribute to prevailing inflation differences even in the advanced
stages of convergence. Specifically, inflation persistence and inflation expectations can have considerable impact
on inflation differences between the NMS and EAC after the effects of economic transformation and real
convergence fade away.

In the euro area context, the implications of differences in inflation persistence were studied by various authors
in 2002-2004 when inflation divergence among the EAC was first observed (Altissimo, Ehrmann and Smets,
20006). It was shown that the inflation convergence reached prior to adopting the euro has not been sustained
among the EAC since 1998 (EC, 2002). The inflation persistence was pointed out as one of the prominent
reasons for this divergence of inflation. It was asserted that the euro area economies adjust unevenly to
symmetric shocks due to differences in inflation persistence. Although at that time, the NMS were not subject of
these studies, later on, considerations of implications for the NMS influenced the debate about euro adoption
strategies (CNB, 2007).

Bjorksten (2002) and Ca'Zorzi and De Santis (2003) point out that inflation differences may prevail longer inside
the euro area once the NMS introduce the euro because of country differences among the enlarged group of
EAC. EC (2002, 2004), ECB (2003), OECD (2002) and IMF (2002) suggest that adequate national structural
reforms should be adopted in countries with high inflation persistence in order to avoid divergence. Franta, Saxa
and Smidkova (2007) draw attention to the fact that persistence will matter also in the preparatory period for the
euro adoption. Significantly higher inflation persistence in the NMS, compared to the EAC, would amplify
differences in reactions to symmetric shocks on the national level. As a result, the risk of deviating of national
inflation rates from the Maastricht benchmarks (and potentially even the subsequent risks of inflation divergence
inside the gradually enlarged euro area) would intensify. Analogously, similarities in inflation persistence would
increase the likelihood of symmetric reactions to common shocks. For this reason, policy makers in the NMS
should include the analysis of inflation persistence into their background documents when debating euro
adoption strategies. Tests indicating high inflation persistence should be viewed as an additional argument to
proceed further with institutional and labor market reforms prior to the euro adoption. These reforms would
typically improve flexibility of domestic economy and subsequently reduce inflation persistence.

While the link between the different levels of inflation persistence and inflation divergence inside the euro area
has been already established (Angeloni and Ehrmann, 2004), connection to the fulfillment of the Maastricht
criteria has not been so well covered. According to the most intuitive definition, high inflation persistence
corresponds to the slow return of inflation to its long-run value after a shock, including symmetric one (e.g. an
oil shock), occurs62. Therefore, should a symmetric shock hit all EU members, whose inflation rates are used to
compute the Maastricht benchmark for inflation (Bulii and Hurnik, 2006), all NMS with high estimates of
persistence could struggle to meet the Maastricht inflation criterion. They could struggle for two reasons. First, it
would take them longer to combat consequences of this symmetric shock and return inflation to its long-run
value. This would decrease, ceteris paribus, probability of meeting the Maastricht inflation criterion. Second, the
Maastricht benchmark for inflation would be very likely to move in an unfavorable direction. According to the
Maastricht criterion on inflation, the NMS must have inflation comparable to the best EU inflation performers.
This inherently implies that in the case of symmetric positive shock on inflation, the benchmark will be set by
countries with a high speed of inflation adjustment, i.e. lowest inflation persistence. In other words, in the case of
large differences in national inflation persistence values across the EU, it would be very difficult to stay close to
the Maastricht inflation benchmark for those NMS with relatively high inflation persistence.

82 There are alternative definitions of inflation persistence. For an excellent summary see Batini (2002).
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Many approaches to estimating inflation persistence in the NMS come into question: estimates based on
statistical models (from very simple univariate autoregressive models to highly sophisticated unobserved
component models) as well as estimates based on structural models of the inflation process (univariate or
multivariate systems usually including some version of the New Keynesian Phillips Curve). The statistical
measures are instrumental to the debate about the fulfillment of the Maastricht criteria. The structural ones, on
the other hand, can also serve as a basis for inferences about the country-specific effects of common monetary
policy in the euro area extended to the NMS. As suggested by the Lucas critique, structural parameters are the
appropriate measure to underline the discussion on the consequences of unequal inflation persistence after the
monetary policy regime switch.

It is important to identify the most adequate approach for the measurement of inflation persistence in the NMS.
In Franta, Saxa and Smidkova (2007)63 we found that the naive statistical measures of inflation persistence,
derived from the autoregressive model with constant mean, suggest high inflation persistence in the NMS. The
estimated inflation persistence for the NMS is close to one, once the confidence intervals are taken into account.
This finding is in line with the available micro studies on inflation persistence in the NMS. However, more
sophisticated statistical measures, allowing for a time-varying mean, give another picture. According to these
measures, the estimates of inflation persistence in the NMS are comparable to those in the EAC. To avoid
pitfalls, it is also important to distinguish whether inflation processes in the NMS are better represented as
stationary processes with parameter instability or fractionally integrated processes. These processes both imply
mean reversion, and hence can look very similar. Despite looking similar, they can imply different inflation
persistence levels. Although empirical results based on autoregressive fractionally integrated moving average
model suggest that persistence in some NMS may be higher than indicated by models with time varying mean,
additional statistical tests imply that assuming a stationary process with breaks is a preferable assumption to
fractionally integrated models for almost all considered countries.

The following important conclusions can be drawn from Franta, Saxa and Smidkova (2007). First, standard
statistical approaches to measuring inflation persistence, based on constant inflation means can yield misleading
conclusions about the role that persistence plays in the inflation formation in the NMS. They have been primarily
designed to assess the persistence in developed economies (Marques, 2004). As a result, they do not take fully
into account the specific situation of the NMS (e.g. monetary policy regime switches, price deregulations, real
convergence towards the euro area, short time series etc.), and they tend to overestimate inflation persistence in
the NMS by assuming a constant mean. Second, the univariate models with time-varying mean and
autoregressive fractionally integrated moving average models (ARFIMA) are preferable measures of persistence
since they account for the specific traits of the inflation processes in the NMS. Third, the structural measures are
difficult to estimate due to the above-listed specific features of the NMS and consequent econometric problems.

This paper extends the existing literature in two ways. First, our sample covers all the NMS that acceded EU by
May lst, 2004 and January 1st, 2007. The extended sample allows us to test whether the conclusion about a lack
of significant differences in inflation persistence in the NMS compared to the EAC is robust for the whole group.
Second, results are updated by using the most recent observations for inflation time series in the NMS. We are
able to add two full years of observations to the previously used data samples which is — given the relatively
short time span of data series available — a non-negligible improvement of inflation persistence comparison
across countries. This paper works solely with statistical inflation persistence measures.

The structure of the paper is as follows. Section 2 reviews the available literature on the topic with special
emphasis on the relevance of inflation persistence in the NMS. Section 3 describes stylized facts and the two
adopted statistical approaches to measuring and estimating inflation persistence. Section 4 reports on and
discusses the results of these alternative estimates. Section 5 concludes. Appendix 1 includes plots of inflation
rates for all sample countries; Appendix 2 provides the complete results of the Bayesian estimation of the time-
varying mean model. Appendix 3 presents the estimates of perceived inflation targets.

% In the pilot study, the NMS were represented by four countries (Czech Republic, Hungary, Poland and Slovakia).
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2 RELATED LITERATURE

In this section, we review key theoretical concepts that can be employed to model inflation process in order to
estimate inflation persistence. We focus on those concepts that are relevant for the specific situation of the NMS,
later we discuss major empirical results related to the NMS.

The first distinction stems from the type of data set employed. Micro data allow detailed examination of
individual/sectoral price indexes and thus to avoid the problem of aggregation bias. On the other hand, macro
(aggregate) data sets draw on price indexes relevant for the monetary policy. For example, estimates of inflation
persistence in Slovakia, the most recent member of the euro area, on micro level, are available in Coricelli and
Horvath (2006) as well as on macro level in Franta, Saxa and Smidkova (2007).

The second distinction, already addressed in the introduction, is drawn between statistical and structural
approaches. Statistical measures of inflation persistence are usually based on a univariate representation of the
inflation process. Marques (2004) provides a summary of such measures, e.g. measures based on the sum of
autoregressive coefficients, the largest autoregressive root, half-life and spectral density at frequency zero.
Inflation persistence measures based on structural models of inflation usually deal with some specification of the
Phillips curve. Calvo (1983) introduces a model of nominal price rigidities where only a fraction of firms can
adjust their prices in a given period. The Calvo model leads to purely forward looking reduced form
specification and the persistence in inflation originate from the persistence in inflation driving variables (e.g.
output gap, real marginal costs). This type of inflation persistence is denoted as extrinsic inflation persistence.

Since the models based on Calvo structural approach have been in terms of data fit inferior to models that
incorporate lagged value of inflation, some attempts to extend Calvo model for backward looking behaviour of
firms were made. Within the Calvo framework, Gali and Gertler (1999) and Christiano et al. (2005) assume a
fraction of backward looking firms that set their prices according to prices in previous period adjusted for
inflation. The resulting hybrid version of the New Keynesian Phillips curve (NKPC) introduce a new type of
inflation persistence that origin in the price setting process itself and thus that is qualitatively different from the
extrinsic inflation persistence. Inflation persistence that stems from the way wages and prices are set is called
intrinsic inflation persistence. 64

More recently, the question has arisen whether the intrinsic inflation persistence captured by the lagged values of
inflation is spurious (see e.g. Sbordone, 2007). Within this debate, attention of researchers turns to the role of
inflation trend for modeling inflation process and measuring inflation persistence. Regardless recent models take
the form of NKPC or are purely statistical the focus is on the process assumed for inflation trend, interpretation
of the inflation trend changes and implications for the persistence of inflation.

Marques (2004) considers several treatments for the inflation trend that is represented by the time-varying mean
of inflation. For US and euro area inflation, he applies an HP filter and a moving average. Dossche and Everaert
(2005) model the time-varying mean as an AR(2) process. Stock and Watson (2007), and Cogley, Primiceri, and
Sargent (2008) assume trend following driftless random walk. In addition to Dossche and Everaert, they also
impose stochastic volatility of the inflation trend. Finally, Cogley and Sbordone (2006) derive NKPC by the log-
linearization of the Calvo model specification around time-varying trend. This procedure leads to NKPC with
time-varying coefficients.

The models with time-varying inflation trend introduce another type of inflation persistence that stems from the
changes in trend inflation. In general, papers mentioned in the previous paragraph find the trend inflation to be
an important contributor to the overall inflation persistence. Moreover, some of the papers identify significant
influence of monetary policy on changes in the inflation trend.

Bilke (2005) and Dossche and Everaert (2005) discuss the role of monetary policy changes for the inflation mean
— unobserved component model of Dossche and Everaert includes central bank’s inflation target. Inflation mean
follows a process dependent on the target. The significant influence of monetary policy on the decrease of
overall inflation persistence in developed countries over the last two decades is also discussed in Mishkin (2007),
Cecchetti et al. (2007), Sbordone (2007), Stock and Watson (1997), and Benati (2008). Finally, note that not

% The structural character of hybrid version of New Keynesian Phillips curve has been questioned on the grounds of micro-evidence. It turns
out, for example, that individual prices remain unchanged for several periods contradicting Christiano et al. (2005) assumption on indexation
of prices.
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only monetary policy regime changes are examined as a source of changes in the inflation trend. Gadzinski and
Orlandi (2004) and Levin and Piger (2004), for example, focus on the influence of administrative price changes
on the mean of inflation.

Another stream of literature investigating inflation persistence employs fractionally integrated process65 to
model inflation. Motivation stems from the fact that literature provides substantial evidence against inflation
following both I(0) and I(1) process. Common explanation is that this is the result of structural breaks in the time
series. However, the other alternative is that inflation series follow fractionally integrated or ARFIMA process.
As Gadea and Mayoral (2006) suggest, stationary processes with structural breaks and fractionally integrated
processes can be easily confused. In their paper, they show analytically why inflation in the model with sticky
prices could exhibit fractionally integrated behavior and they estimate the order of fractionally integrated process
for a set of OECD countries. Assuming fractionally integrated nature of the inflation time series, three measures
of inflation persistence are suggested and estimated in their paper. Finally, in order to evaluate the stability of
inflation persistence over time, the Lagrange multiplier test of the stability of the order of fractionally integrated
process is applied, suggesting that with the exception of three countries, inflation persistence remains stable in
all inflation series.

The stability of inflation persistence is investigated also in another study that assumes inflation to follow
fractionally integrated process. Unlike Gadea and Mayoral (2006), Kumar and Okimoto (2007) use moving
window methodology to asses the stability of inflation persistence. What makes the views of Gadea and Mayoral
(2006) on one side and Kumar and Okimoto (2007) on the other side fundamentally different is their treatment of
structural breaks. While the authors of the former study view fractional integration as the alternative to stationary
process with breaks, authors of the latter paper allow for two structural breaks in their time series keeping the
assumption of fractionally integrated process.

In one of the first papers that analyze inflation using fractionally integrated process, Baillie et al. (1996)
investigate also the persistence of conditional variances of inflation. Employing ARFIMA-GARCH framework
to model the inflation of ten countries, they find that except of inflation of Japan, which appears to be stationary,
inflation of nine other considered countries cannot be considered stationary, neither having unit root. Persistence
of conditional variances modeled by GARCH process appears to be substantial too.

Two main contributions of the recent research on inflation persistence in developed countries are highly relevant
for the NMS. First, to describe the inflation process and capture the inflation persistence fully, one has to allow
for the variance in inflation trend (mean). Second, the changes in inflation trend relates to monetary policy
regime switches and administrative price regulation. For the NMS some additional factors need to be taken into
account e.g. convergence and transition of economy from centrally planned to market economy.

As was already mentioned in the introduction, the most of so far available research on inflation persistence in the
NMS is based on micro data and on a limited sample of countries (Czech Republic, Hungary, Poland and
Slovakia). Micro analysis is available for the Czech Republic in Babetskii, Coricelli and Horvath (2006), for
Hungary in Ratfai (2006), for Poland in Konieczny and Skrzypacz (2005), and for Slovakia in Coricelli and
Horvath (2006). They all work with one-country data sets and this makes any international comparisons rather
difficult. As far as individual countries are concerned, authors of the respective studies find that in the Czech
Republic inflation persistence is lower after the introduction of inflation targeting and that it is lower for non-
durables and services. In the case of Hungary, the aggregation of micro data from one sector is shown to provide
additional information about inflation dynamics. However, due to a very limited data sample, specific
conclusions about the level of inflation persistence are difficult to come to. The Polish study makes use of a large
disaggregated data set. It finds out that data are consistent with the menu cost model, and also that economic
agents are rather forward-looking.

The macro studies are even fewer than the micro ones. Two studies focus on a selected group of the NMS. They
both work with statistical models of persistence. Darvas and Varga (2007) suggest using the time-varying-
coefficient models and Flexible Least Squares estimator in order to estimate inflation persistence in the Czech
Republic, Hungary, Poland and Slovakia. They argue similarly to the second study - Franta, Saxa and Smidkova
(2007) — that models with time-varying coefficients are vital for the inflation persistence analysis in the NMS.

% Baillie (1996) surveys applications of fractionally integrated processes in economics and finance. Applications for inflation time series,
although predominantly for forecasting purposes, can be found in Baillie et al. (1996), Doornik and Ooms (2004) and Gabriel and Martins
(2004).
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The results of both studies are in accord. Inflation persistence in the NMS, at least the selected ones, is not very
different from the one in the EAC. Both studies also agree that this is a crucial observation for the euro adoption
strategies. In addition, Franta, Saxa and Smidkova (2007) propose to look at the most likely causes of inflation
persistence by using models that are capable of distinguishing between intrinsic and extrinsic persistence on one
hand, and persistence related to monetary policy and expectations on the other hand. This distinction might be
useful to policy makers when they try to lower inflation persistence.

3  STYLIZED FACTS AND MODELS FOR ESTIMATING INFLATION
PERSISTENCE

In this section, we provide data description and basic stylized facts on inflation in the NMS. We then discuss the
two models we employ for the measurement of inflation persistence - the time-varying mean model and
ARFIMA model.

3.1 DESCRIPTION OF DATA USED IN THIS STUDY

We work with two groups of countries. The first group of the NMS, that are the focus of this study, consists of
12 countries that joined the EU in 2004 and 2007: Bulgaria, Cyprus, Czech Republic, Estonia, Hungary, Latvia,
Lithuania, Malta, Poland, Romania, Slovakia, and Slovenia. The second group of selected EAC — the control
group — consists of 4 countries: Belgium, Germany, Portugal and Spain. For the sake of simplicity, we do not
report results for all EAC, but only for a selected four countries that represent interesting case studies from the
point of view of the NMS. Specifically, Belgium is a developed small open economy of a comparable size to
most of the NMS. Germany is by many viewed as a country that anchored inflation in Europe. Portugal and
Spain are small open converging economies that may face similar problems that are going to be encountered by
the NMS in the forthcoming years. We do not compare the NMS with the euro area as a whole because euro area
inflation aggregates can suffer from aggregation bias.66 Abbreviations of the countries used in the text, numbers
of observations available for the analysis and corresponding time spans are reported in Table 1.

Table 1: Country abbreviations and time spans.

Country Abbreviation  Observations Period

Bulgaria BUL 68 1991Q2-2008Q1
Cyprus CYP 72 1990Q2-2008Q1
Czech Republic CZE 60 1993Q2-2008Q1
Estonia EST 64 1992Q2-2008Q1
Hungary HUN 72 1990Q2-2008Q1
Latvia LAT 68 1991Q2-2008Q1
Lithuania LIT 63 1992Q3-2008Q1
Malta MAL 72 1990Q2-2008Q1
Poland POL 72 1990Q2-2008Q1
Romania ROM 69 1991Q1-2008Q1
Slovakia SVK 60 1993Q2-2008Q1
Slovenia SLO 64 1992Q2-2008Q1
Belgium BEL 72 1990Q2-2008Q1
Germany GER 68 1991Q2-2008Q1
Spain ESP 72 1990Q2-2008Q1
Portugal POR 72 1990Q2-2008Q1

We employ CPI inflation as a preferred measure of inflation as CPI inflation rate is relevant for both domestic
monetary policy in the NMS as well as for Maastricht criteria. Data for CPI inflation are taken from International

% For discussion on the effect of aggregation on inflation persistence differentials in the euro area see Fiess and Byrne (2007).
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Financial Statistics by International Monetary Fund (IFS). We use seasonally adjusted annualized gq-o-q rate of

*
change of CPI computed as 400%In (CP[f /CPIH ) ]

3.2  SOME STYLIZED FACTS: INFLATION IN THE NMS

In the last 15 years, inflation rates in the NMS have been notably higher than in the EAC. Table 2 provides
average inflation rates for the period 1993Q2-2008Q1 and the sub-period 2001Q1-2008Q1. These are samples
available for all analyzed countries, as documented by Table 1. Two observations are worth noting. First, the
difference in inflation means between the NMS and the EAC has been decreasing over time. While the inflation
rates do not change for the EAC if we restrict the sample to the sub-period 2001Q1-2008Q1, they decrease
considerably for almost all NMS.

Second, the NMS are not a homogenous group. They started the process of the EU accession with very different
inflation rates. In the last 15 years, two NMS (Bulgaria, Romania) had on average inflation above 20%, five
NMS (Estonia, Hungary, Latvia, Lithuania, Poland) faced moderate inflation between 10-20%, three NMS
(Czech Republic, Slovakia, Slovenia) achieved inflation relatively close to the EU average (5-10%) and two
NMS (Cyprus, Malta) converged with their inflation rates fully to the euro area inflation. Figures that depict
inflation rates for all countries can be found in Appendix 1.

Table 2: Inflation means (%).

Period BUL CZE EST HUN
1993Q2-2008Q1 36 5 10 11
2001Q1-2008Q1 6 3 5 6
LAT LIT POL ROM
1993Q2-2008Q1 10 13 10 34
2001Q1-2008Q1 6 3 3 12
SVK SLO MAL CYP
1993Q2-2008Q1 7 8 3 3
2001Q1-2008Q1 5 5 2 3
BEL GER ESP POR
1993Q2-2008Q1 2 2 3 3
2001Q1-2008Q1 2 2 3 3

Source: Own calculations based on IMF IFS database.

Inflation rates in the NMS were affected by various factors connected to the economic transition, real
convergence, EU accession, and various external shocks. Most typically, the transitional factors and EU
accession affected inflation in the NMS in the first two thirds of our data sample. For example, price
deregulations and tax reforms, including harmonisation of the taxes and excise duties, were among common
shocks contributing to higher inflation in that period. More detailed analysis can be found in EBRD (1999).
These were all specific shocks that did not hit the EAC.

Despite the one-off character of these specific inflation factors that affected inflation in the NMS in the analyzed
period, they have implications for current estimates of the inflation persistence. Their impact on inflation means,
that are crucial to our working definition of inflation persistence, was tremendous. According to this definition,
inflation persistence is high if inflation converges slowly to its long-term mean after a shock. In order to
measure persistence properly, we need a good approximation of the long-term mean. We argue that a constant
mean assumption would not fulfil this requirement because of the above-mentioned specific factors. A time-
varying mean is a better approximation since it corresponds more to the idea of medium-term mean converging
to the long-term one67, the former being much easier to estimate from data than the latter.

" We find it useful to distinguish these two time horizons when discussing inflation persistence in the NMS, since long-term and medium-
term equilibria may differ in a period of convergence. For discussion on the importance of time horizons when dealing with the concept of
equilibrium, see Driver and Westaway (2005).
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3.3 TIME-VARYING MEAN MODEL

To examine the persistence of inflation we set up simple statistical model that reflects recent studies dealing with
modelling of the inflation process. The model is univariate and incorporates permanent and transitory
components. Moreover, it enables to distinguish intrinsic and expectations-based inflation persistence. Intrinsic
inflation persistence relates to nominal rigidities and to the way wages and prices are set. Expectations-based
inflation persistence is driven by differences between public perceptions about the inflation target and the central
bank’s true (explicit or implicit) inflation target.68 Since the model is univariate it cannot capture extrinsic
inflation persistence. The measures of real activity in the NMS are, at least for the beginning of the considered
period, of questionable quality and thus we do not attempt incorporate the measures into the model to extend it
for the measurement of extrinsic inflation persistence.69

The model specification is close to univariate version of the model introduced in Dossche and Everaert (2005).
Basically, the model specification consists of three equations.

T =m) 4, (1)

72-:%—1 = (1_ 5)”:3 + 5’[:.17 0 < 5 < 1 (2)
4 4 4

ﬁt:[l_ @j]l’fa+2¢i7lt_i+8t, z%<1 3)
i=1 i=1 =1

T P
T, . . C . . Y/ . . . .
where ~ ! is the central bank’s implicit inflation target, ~ ¢ is the inflation target as perceived by the public, and

. & . . .
disturbances i and "’ are mutually independent zero-mean white noise processes.

In the first equation, the central bank’s inflation target is modelled as a random walk and thus represents a
permanent component of the modelled inflation process. It is a common practice nowadays to assume that
inflation target changes have a permanent effect (see e.g. Leigh, 2005). The model assumes random walk for
inflation target even if the central bank does not target inflation explicitly. On the other hand, if a country
adopted inflation targeting (e.g. the Czech Republic in 1997/98) we do not impose known targets into the model.

The second equation describes the relationship between the central bank’s inflation target and the target as
perceived by the public. Public forms its inflation expectations based on current inflation target announced by a

central bank and previous period public expectations. Parameter 6 represents the weight on the two sources.
Similar specification of inflation expectations is assumed e.g. in Bomfim and Rudebusch (2000).

Parameter 6 captures the expectations-based inflation persistence — persistence that relates to the time how long
central bank inflation target and public inflation expectations can differ after a shock to central bank’s inflation

target occurs. In the framework of heterogenous agents parameter5 denotes the fraction of forward-looking

public. Parameter o could also be interpreted as parameter capturing credibility of a central bank. Values close
to 1 indicate that changes in the inflation target are immediately passed into public inflation expectations.

The third equation imposes autoregressive structure on the level of inflation. The time-varying mean is
represented by the perceived inflation target. The sum of autoregressive coefficients captures intrinsic inflation
persistence.

The model (1)-(3) was originally set up to measure inflation persistence net of monetary policy actions.
However, in the case of the NMS, a component modeled as a random walk captures many other influences.
Apart the changes in monetary policy (e.g. monetary policy regime switch), other events like administrative
price changes, deregulations and price convergence can be viewed as shocks with permanent effects.
Interpretation of our estimates, therefore, is broader than in the original model and we remind it in the section
describing estimation results.

% For details of the definitions see Angeloni et al. (2006).
% We realize that omitting extrinsic inflation persistence term in the model can affect our results. The influence of real activity terms on
inflation is captured by the unobserved component of the model.
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Putting one period lagged equation (2) into the equation (1) and resulting equation back into the equation (2)
together with (3) yields the following system:

q q

T, :[l—ZqoijﬂtP +) O, +E, g = N(0,07) 4)
i=1 i=1

wl, =Q2-0r" +(6-x’ +n, 17, =N(0,0;) )

P
. . T .
Since the system (4)-(5) includes an unobservable component (* ¢ ) we transform the system into the state space
form and use state space analysis methods. The state space form follows:
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To estimate the unobservable series of perceived inflation & we use the exact initial Kalman filter (the case of
unknown initial conditions) as described for example in Koopman and Durbin (2003). The Kalman filtering
assumes known coefficients; therefore we have to estimate them before we employ filtering procedures on the
system (6)-(7).

Estimation of the parameter vector is carried out using Bayesian estimation techniques. The advantage of the
Bayesian estimation consists in exploiting the maximum of available information. We do not build our estimates
solely on information in data as maximum likelihood approach does. On the other hand, we do not rely on
information from other sources only as is the case of model calibration. So, we combine information involved in
data on inflation and also information provided by other studies that deal with similar issues. We avoid the
problem of unrealistic estimates sometimes obtained by the maximum likelihood estimation procedure.
Moreover, we do not suffer from low amount of related work for the NMS that would provide sufficiently
reliable values for the parameters. The likelihood function is estimated using the Kalman filter and the posterior
kernel is simulated using the Metropolis Hastings sampling algorithm. For detailed explanation of Bayesian
estimation see, for example, An and Schorfheide (2006).

Following Dossche and Everaert (2005), we take over the priors from several studies that use various estimation
techniques and underlying models to estimate particular parameters. The prior for the sum of autoregressive
coefficients (intrinsic inflation persistence) is taken from Gadzinski and Orlandi (2004) and Levin and Piger
(2004) i.e. from studies that take into account breaks in the inflation mean. These studies are, however, focused
on developed countries. For the NMS, we, therefore, use prior distributions with higher standard deviations to
reflect higher uncertainty about the priors regarding the NMS. Similarly, we assume higher variances of shocks
than Dossche and Everaert (2005) since NMS have been facing structural changes and in general more volatile
economic environment. Original variances of shocks on inflation target and inflation are taken from Kozicki and
Tinsley (2003) and Smets and Wouters (2005).

Finally, the prior for the parameter o is taken from the studies dealing with signal extraction (Erceg and Levin,
2003, and Kozicki and Tinsley, 2003), and sticky information (Mankiw and Reis, 2002).

The distribution of priors, prior means and standard deviations are reported in Table 3.

Table 3: Priors.

Parameter  Distribution Mean Std. dev.

D Beta 0.2 0.3
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», Beta 0.1 0.3

o, Beta 0.05 0.3

@, Beta 0.05 0.3

o Beta 0.15 0.2
2

O, Inverse Gamma 2 Inf
2

0-77 Inverse Gamma 0.5 Inf

The estimation is carried out using a Matlab toolbox Dynare.70 We simulate posterior distribution using 5
blocks of Metropolis Hastings algorithm with 20 000 replications. Acceptance ratio is between 0.2 and 0.4.71
The results of the Metropolis Hastings algorithm are assessed based on Brooks and Gelman (1998). Details are
provided in the section dealing with estimation results. Finally note that time series for inflation and inflation
target are used as data for the estimation. Inflation target is HP filtered time series of inflation. HP filtering
parameter is equal to 1600 as it is usual for quarterly data.

3.4 ARFIMA MODEL

As outlined earlier in this paper, not accounting for structural breaks in inflation time series can lead to upward
bias in the inflation persistence estimates. However, as Gadea and Mayoral (2006) suggest stationary processes
with breaks and fractionally integrated processes can resemble each other and it can be difficult to distinguish
them. Therefore, we follow the approach of Gadea and Mayoral (2006) and model inflation series of the NMS
and EAC as a fractionally integrated process.

The time series & follows ARFIMA(p,d,q) process if

#(L)1-L)' 7, = O(L)e,. (10)

p(L)=1-¢L _¢2L2 _---_¢pr

where d is a fractional differencing parameter,

O(L)=1-6,L-6,l" —..—6,L

is an autoregressive

polynomial, represents moving average polynomial, the roots of

¢(L) and Q(L) lie outside the unit circle and &, is white noise.

Baillie et al. (1996), Baum et al. (1999) as well as Gadea and Mayoral (2006) argue, that ARFIMA model can be
an appropriate representation of the stochastic behavior of inflation time series for many countries. Family of
ARFIMA models allows a high degree of persistence without assuming a presence of unit root. On the other
hand, modeling the inflation process within ARFIMA framework do not allow for distinguishing types of
inflation persistence identified by the time-varying mean models.

In the first step, we follow Gadea and Mayoral (2006) and estimate fractional differencing parameter d using
Geweke and Porter-Hudak’s technique72. Parameter d indicates how long a shock affects the process. The value

ld|e (0,0.5)

of d equal to zero describes short memory process and

de0.5))

implies long memory process. If

, shocks are transitory and variance of the process is unbounded. The process, however, still exhibits

a mean reversion. Finally, if dz1 , the effect of a shock is permanent.

" For details on Dynare see http://www.cepremap.cnrs.fr/dynare/.

" Note that acceptance ration between 0.2-0.4 is recommended in order to simulations cover parameter space reasonably.

2 Geweke and Porter-Hudak’s is a semiparametric approach based on spectral regression. It is implemented in STATA by Baum and
Wiggins (1999).
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Based on the estimated value of the parameter d, we estimate the impulse response function of ARFIMA
(0,d,0)73. To compare the persistence of shocks in the time series, we report the values of the impulse response
function for the time horizons of 4 and 12 quarters after the realization of a shock.

In the next step, we test the hypothesis of a time series following a fractionally integrated process of order d
versus a stationary process with breaks, proposed in Mayoral (2004). In order to reflect the convergence process
observed in the inflation time series of the NMS, we allow for a break both in level and trend. The test statistics
has the following form:

R(d)= 772 lwrelg(z (7, _&1 - ngCz _:Blt _5‘2D7;)2)
(A (-6, - Bit))

(11

where T is the number of periods, Q = [0.15, 0.85] are trimming thresholds, DCt = 1 if t>oT and 0 otherwise,
and DTt = (t-TB) if t>0T and 0 otherwise. a0, al, B0, B1, 31 and 82 are coefficients from the appropriate
regressions. Ad is the operator of differencing of order d. Critical values are computed according to Mayoral
(2004). The null hypothesis assumes a fractionally integrated process while the alternative hypothesis assumes a
stationary process with breaks.

4 RESULTS

In this section, we provide estimation results of inflation persistence measures introduced in the previous
sections. First, we report estimates of intrinsic and expectations-based inflation persistence based on the time-
varying mean model. Second, we discuss estimates obtained from the ARFIMA model.

4.1 TIME-VARYING MEAN MODEL

In this sub-section, we present estimation results of the statistical model introduced in Section 3.3. Figure 1
suggests several general differences between and within groups of the countries.

The selected EAC exhibit a very low or even negative level of intrinsic inflation persistence, captured by the sum

of autoregressive coefficients at the lagged values of inflation, Z(D’ . In the majority of cases, this type of
persistence is not significantly different from zero.74 For example, for Belgium all four coefficients at lagged
values of inflation rate are not significantly different from zero and thus the sum is not statistically significant as

?,

well. For Portugal, intrinsic inflation persistence is found negative but only two coefficients
different from zero, while other two are positive or close to zero.

are significantly

For the group of the NMS, the results are more diverse. The NMS can be divided into three sub-groups with
respect to the extent of intrinsic inflation persistence. The first sub-group of countries (Bulgaria, Czech Republic,
Romania, and Slovakia) attains similar or slightly higher levels of intrinsic inflation persistence than the selected
EAC. Inflation process in the second sub-group of countries (Estonia, Hungary, Latvia, Lithuania, Poland, and
Slovenia) follows almost unit root process even though we impose non-stationarity in the process for the
inflation mean. Finally, for Malta and Cyprus, we observe the level of intrinsic inflation persistence comparable

to the group of EAC. All coefficients . are not, for example, statistically different from zero for Cyprus.

3 The impulse response function measures the effects of the realization of shock in y, on subsequent values of time series. We used STATA
implementation for ARFIMA written by Baum (2000).

™ Note that DYNARE provides confidence intervals for single coefficients ¢l only, not for the whole sum. Since the intrinsic inflation
persistence is captured by the sum of the coefficients it is difficult to conclude anything about the statistical significance of the intrinsic

inflation persistence estimated measure. On the other hand, the confidence intervals for single ¢0; s provide some evidence. For the

coefficient O we obtain confidence interval directly.
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Within the framework of our model the negative estimates of intrinsic inflation persistence suggest that inflation
after a shock converges to its long-run value oscillating around the value. In the case of positive value, inflation
decays without exhibiting this oscillating pattern.75

Regarding the expectations-based inflation persistence, the NMS and EAC also differ. The estimated values of

the coefficient §are lower for the NMS than for the selected EAC. The cross-country differences are often
statistically significant (e.g. Latvia, Lithuania, and Slovenia vs. Germany and Portugal) — see 90% confidence

intervals in Appendix 2. It is worth noting that coefficient 6 can be viewed as the measure of public tendency to

be forward looking. Therefore the countries with low é can be viewed as having high fraction of backward
looking public. So, changes in the random walk component of the model are passed into public inflation
expectations very slowly — a country exhibit high level of expectations-based inflation persistence.

There are also differences among the NMS themselves. Again, some of the differences are statistically
significant (e.g. Czech Republic vs. Latvia). Czech Republic, Romania, Slovakia, Malta and Cyprus exhibit

estimates of the parameter o close to values estimated for the selected EAC. On the other hand, some countries

have 5close to zero, and hence they face problems with anchoring inflation expectations (Latvia, Lithuania,
Poland, and Slovenia).

7> Note that since we use statistical model of inflation the negative values are not in conflict with any optimization problem on the micro
level which would be the problem in case of negative sum of coefficient in structural measures based on some specification of the New
Keynesian Phillips curve.
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Figure 1: Intrinsic and expectations-based inflation persistence
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Note: The figure depicts three groups of countries: green bullets denote the selected EAC (Belgium, Germany, Portugal, and Spain),
red represent the NMS with similar features of inflation persistence to the EAC (Bulgaria, Cyprus, Czech Republic, Malta, Romania, and
Slovakia), and blue bullets denote the NMS with higher levels of inflation persistence and problems with anchoring inflation
expectations (Estonia, Hungary, Latvia, Lithuania, Poland, Slovenia).

The complete results can be found in Appendix 2 — prior distributions and posterior means with 90% confidence
intervals of all coefficients and countries are reported. Furthermore, in the appendix we also discuss the
performance of the Metropolis-Hastings algorithm and tools we employ to strengthen the reliability of the
estimation results.

In order to assess the effect of the model specification on the estimated values we estimate two extension of the
benchmark model. First, we estimate the model from Dossche and Everaert (2005) i.e. the model where inflation

target is unobservable. We encounter a problem of identification of the coefficient 5. Intuitively speaking,
coefficients at lagged values of inflation are identified since they appeared at the observable variables (lagged
values of inflation). The time-varying mean, however, consists of two unobserved components (central bank’s
inflation target and perceived inflation target). Therefore, the parameter representing the relationship between the

two unobserved components need not be identified. The posterior distribution of the parameter o closely
follows the prior distribution which may indicate the lack of identification. Therefore, we view the results of the

n,

benchmark model as more reliable. We also impose an autocorrelation structure on the disturbance '/ ; the results

of main interest do not change significantly.76

Model with estimated parameters can be re-formulated into a state space form (see system (6)-(7) in Section 3.3)
and the method of the exact initial Kalman filter can be used to estimate the unobservable components of the
system. One has to bear in mind that we do not know the exact parameter values, and must work with estimates.
So, the informational value of the filtering exercise is lowered because of the state space model parameter
uncertainty. The purpose of the filtering, however, is to point out various profiles of the unobserved component -
perceived inflation target - for various countries. For that purpose our knowledge of parameter estimates is
sufficient.

Figures 2-4 show the inflation rate and filtered perceived inflation target for several countries from our sample.
We present countries that represent each sub-group discussed above. Germany represents the EAC with almost
negligible intrinsic inflation persistence and low level of expectations-based inflation persistence. Slovakia is a
member of a sub-group of the NMS that exhibit moderate level of intrinsic inflation persistence and Hungary
represents high intrinsic inflation persistence countries with high fraction of backward-looking public. Note that

" We do not report the results here. They are, however, available upon request.
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perceived inflation target serves as time-varying mean of the inflation process and follows non-stationary AR(2)
process.

Figure 2: Inflation and perceived inflation target: Germany Figure 3: Inflation and perceived inflation target: Slovakia
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Note: The figures for the rest of the NMS and EAC are presented in Appendix 3.

First note that we do not report results of the filtering exercise for the whole period of available data. The method
of exact initial Kalman filter assumes infinite variances for initial values of unobserved components of the
system. Confidence intervals for the perceived inflation target are, therefore, very large for the few first
observations and we focus on a sub-period with reasonable width of confidence intervals for the unobserved
variable.

The figures demonstrate what the recent literature put forward as a problem in the inflation persistence
measurement and what we thoroughly discussed for the NMS above. Structural breaks in the economy lead to
breaks in the inflation mean and consequently to the bias in persistence measures built on models with constant
mean. While perceived inflation targets do not exhibit clear breaks for Germany, a few statistically significant
breaks are observable for Slovakia and the difference in the perceived inflation target over time attains almost 30
percentage points in Hungary.77 So, standard measures are not appropriate for the NMS and more flexible
models of inflation process should be employed to avoid such biased results.

In addition, the results of the Kalman filtering can capture the effect of introduction of inflation targeting on
public inflation expectations. Figure 5 shows the evolution of public inflation expectations (perceived inflation
target) for the Czech Republic. The Czech Republic has been targeting inflation since 1998. According to our
estimates, expectations had reached the level of announced target (3%) in 5 years and have been close to it since

" On the other hand, confidence interval for Hungarian perceived inflation target is very wide.
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then. Recently, an upsurge can be observed as a consequence of higher energy and food prices and changes in
indirect taxes.

4.2 THE ARFIMA MODEL

In this section, we present estimation results based on the assumption that inflation series follow fractionally
integrated process. The estimate of the parameter of fractional differencing d along with its standard error is
reported in the second and the third column of the Table 4. Last two columns of the Table 4 show the values of
the impulse response function for the time horizons of 4 and 12 quarters after the realization of a positive shock
of the size equal to one. Estimates of fractional differencing parameter d are graphically depicted also in the
Figure 6.

The results demonstrate that based on the estimate of fractional differencing parameter d, no general distinction
can be made between the inflation persistence in the EAC and the NMS. Among EAC, Belgium and Portugal
exhibit relatively low persistence, while Germany and Spain end up with fairly high persistence estimates.
Among the NMS, Malta and Cyprus exhibit very low inflation persistence and Bulgaria, Czech Republic,
Romania and Slovakia can be considered as countries with moderate inflation persistence. On the other side,
Estonia, Hungary, Latvia, Lithuania, Poland and Slovenia show high inflation persistence, if evaluated on the
basis of fractional differencing parameter.

Table 4: Estimation of fractional differencing parameter d and the value of impulse response function in selected time horizons.

Country d SE(d) IPF4)  IPF(12)
BUL 019  0.11 0.07 0.03
CZE 050 037 0.28 0.16
EST 099  0.19 0.98 0.97
HUN 171 0.63 2.94 6.41
LAT 134 0.12 1.80 2.61
LIT 062 0.8 0.41 0.27
POL 120 0.10 1.44 1.79
ROM 040 031 0.20 0.10
SVK 042  0.67 0.21 0.11
SLO 090 022 0.81 0.72
MAL 0.03 041 0.01 0.00
CYP 007 035 0.02 0.01
BEL 043 037 0.22 0.12
GER 084 051 0.72 0.60
ESP 101 043 1.02 1.03
POR 011 059 0.03 0.01

Table 5 summarizes the results of testing the null hypothesis of fractionally integrated process against the
alternative of stationary process with breaks. For each country, the cell in bold determines the column closest to
the estimated value of parameter d reported in the Table 4. At the 10% level of significance, we can reject the
null hypothesis of fractionally integrated process for all countries except of Lithuania, Romania and Germany.
Modeling the inflation time series as a stationary process with breaks is thus preferable for most of the
considered countries. In light of this result, we consider the analysis employing the time-varying mean presented
in the previous part of the paper as our preferred.

Finally note that the alternative hypothesis to the test presented in Table 5 is that inflation time series follows
stationary process with just one break. So, if the test suggests rejecting the null of fractionally integrated process,
it follows that model with time-varying mean (i.e. the model allowing for more breaks) is preferable. On the
other hand, if the test doesn’t find enough evidence against the null, it still doesn’t imply that model with more
than one break is not preferable.

107



Table 5: Test of fractional integration of the order d versus stationary process with breaks.

d
Country 0.6 0.8 1 1.2
BUL 0.293 *** 0.051 * 0.009 *** 0.001 ***
CZE 0.346 ** 0.062 0.011 *** 0.002 ***
EST 0.399 0.089 0.018 * 0.003 ***
HUN 0.549 0.104 0.018 0.003 ***
LAT 0.23] *** 0.085 0.026 0.006 ***
LIT 0.946 0.104 0.012 #*** 0.002 ***
POL 0.431 0.088 0.016 ** 0.003 ***
ROM 0.492 0.109 0.022 0.004 ***
SVK 0.337 ** 0.056 0.009 *** 0.001 ***
SLO 0.285 *** 0.049 ** 0.008 *** 0.001 ***
MAL 0.287 *** 0.047 ** 0.007 *** 0.001 ***
CYP 0.296 *** 0.049 ** 0.008 *** 0.001 ***
BEL 0.280 *** 0.046 ** 0.007 *** 0.001 ***
GER 0.525 0.106 0.019 0.003 ***
ESP 0.313 *** 0.053 * 0.009 *** 0.001 ***
POR 0.342 ** 0.060 0.010 *** 0.002 ***
1% critical values 0.335 0.043 0.015 0.008
5% critical values 0.364 0.050 0.017 0.009
10% critical values 0.381 0.054 0.018 0.009

Critical values are based on Mayoral (2004). ***, **, and * denote the significance at 1%,
5% and 10% levels. For each country, the cell in bold determines the column closest to
the value of d estimated using Geweke and Porter-Hudak’s fechnique and reported in

Notes:
the Table 6.
Figure 6: Estimated differencing parameter in ARFIMA model
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5 CONCLUSIONS

In this paper we examine inflation persistence in the countries that joined the European Union in years 2004 and
2007. As some recent studies point out that inflation persistence differences cause inflation divergence within a
monetary union, we argue that reliable estimates of the inflation persistence are necessary for understanding
obstacles that the NMS can face when they decide to enter the euro area.

We estimate measures based on two statistical univariate models. The first model is a model with time-varying
mean that is estimated using Bayesian techniques. The model enables identification of two types of inflation
persistence — intrinsic and expectations-based inflation persistence. The second employed model, ARFIMA,
assumes that inflation follows a fractionally integrated process. ARFIMA models are not capable of
distinguishing different types of inflation persistence unlike the model with time-varying mean.

Estimation results of the time-varying mean model suggest that the NMS can be in general divided into two
groups. One group consists of Bulgaria, Cyprus, Czech Republic, Malta, Romania, and Slovakia. The main traits
of the inflation persistence in this group are very similar to the selected euro area countries (Belgium, Germany,
Portugal, and Spain). The other group of the NMS (Estonia, Hungary, Latvia, Lithuania, Poland, and Slovenia)
exhibits very high level of intrinsic inflation persistence. Moreover, in the model, public is found to be highly
backward looking for this group which indicates problems with anchoring inflation expectations.

The examination of inflation persistence in the NMS faces challenges that can be addressed by future research.
Since the choice of models that underlie measures of inflation persistence is partly driven by data quality and
availability, the natural direction of future research is to employ multivariate statistical or structural models.
With longer time spans and data of higher quality, the original disadvantage of low quality data will be
overbalanced by possibility to exploit more information from other relevant time series (output gap, interest
rates, exchange rates, etc.).
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APPENDIX 1: INFLATION PLOTS.
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APPENDIX 2: COMPLETE ESTIMATION RESULTS OF TIME-VARYING
MEAN MODEL

In Section 4.1 we discuss measures of intrinsic and expectations-based inflation persistence estimated within the
framework of statistical model introduced in Section 3.3. Here, complete estimation results are reported.
Following tables report type, mean and standard deviation of prior distribution and posterior mean with 90%
confidence interval. Results for four selected EAC and all NMS are reported.

Prior distributions are introduced in Table 4, and discussed in Section 3.3. The performance of the sampling
procedure is based on Monte Carlo Markov Chain (MCMC) diagnostics that examines whether the Metropolis-
Hastings simulations lead to similar numbers within and between respective simulations. If this is not the case,
more iterations of the sampling algorithm should be tested or prior beliefs about distributions of coefficients
should be re-considered.

For several countries involved in our analysis, we encountered problems indicated by the univariate MCMC
diagnostics and we switched to “more flexible” priors - uniform distribution over wider interval. The uniform
priors for some coefficients were taken for Latvia, Romania, Malta and Portugal. Priors that are different from
those introduced in Table 4 are denoted by shaded areas in the following tables. For some countries we also
increased the number of iterations up to 100 000 e.g. Hungary and Bulgaria. Finally, bad convergence
diagnostics for Latvia and Lithuania is resolved by dropping first few observations for which inflation rate
attains levels over 100%.

?

Estimated measures of intrinsic inflation persistence (sum of coefficients 77 ) and expectations-based inflation

persistence are discussed in Section 4.1. Regarding the other estimated parameters two issues should be pointed
2

out. First, estimated variances of inflation shock (O-g ) for the NMS are significantly higher than for the EAC.

This result is a consequence of many shocks specific to the NMS related to transition of their economies as
2

discussed in Section 3. Second, estimated variances of shocks to inflation target (O-’7 ) are different both within
and between the NMS and EAC. The changes in inflation target are almost negligible for the EAC. In general,
the NMS exhibit higher estimates of variance of inflation target shock. Moreover, inflation target shocks in
Bulgaria, Estonia, Latvia, Lithuania, Poland and Romania are remarkably higher than for the rest of the group of
the NMS.
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Table A2.1: Estimation results of the time-varying mean model.

Prior Posterior 90% confidence Prior distribution:
mean  mean interval type std dev

BUL

? 0.2 0.32 0.12 051  beta 0.3
?, 0.1 0.15 -0.05 036 beta 0.3
@, 0.05 -0.10 031 010  beta 0.3
@, 0.05 -0.13 033  0.06 beta 0.3
2.9 0.24

o) 0.15 0.23 0.07 040 beta 0.1
O, 2 73.60 63.56  84.75 invg Inf
0. 0.5 247 214 283  invg Inf
CZE

? 0.2 0.26 0.07 049  beta 0.3
?, 0.1 0.15 -0.05 036 beta 0.3
@5 0.05 -0.15 037  0.04 beta 0.3
o, 0.05 -0.16 039  0.02 beta 0.3
2.9 0.10

o 0.15 0.31 0.16 045  beta 0.1
O, 2 2.86 240 327  invg Inf
O: 0.5 0.23 0.19 026 invg Inf
HUN

? 0.2 0.66 050  0.82  beta 0.3
?, 0.1 0.18 -0.02 039 beta 0.3
@, 0.05 0.08 -0.14 031 beta 0.3
@, 0.05 0.00 -0.18 021  beta 0.3
2.9 0.92

o 0.15 0.17 000 029 beta 0.1
O, 2 3.81 326 433 invg Inf
o, 0.5 0.41 035 047 invg Inf
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Table A2.2: Estimation results of the time-varying mean model.

90%
Prior Posterior confidence Prior distribution:
mean  mean interval type std dev

EST

D 0.2 0.81 069 093 beta 0.3

o, 0.1 0.11 -0.13 033  beta 0.3

;s 0.05 -0.14 -0.39  0.13  beta 0.3

A 0.05 0.13 -0.08 035 beta 0.3

2.9 0.91

o 0.15 0.19 0.00 040 beta 0.1

O, 2 433 3.66  5.00 invg Inf

0, 0.5 2.59 221 297 invg Inf

LAT

D 0 0.91 0.88  1.00  unif 0.5774

?, 0 0.57 037 0.64 | unif 0.5774

o, 0 -0.23 -031 -0.11 = unif 0.5774

o, 0 -0.32 -0.40 -0.26 | unif 0.5774

Z ?; 0.94

) 0.5 0.13 0.00 0.12  unif 0.2887

O, 2 1.39 1.15 159  invg Inf

0, 0.5 233 201 269 invg Inf

LIT

b 0.2 0.74 0.58 090 beta 0.3

0, 0.1 0.37 0.12  0.55 beta 0.3

s 0.05 0.08 021 027 beta 0.3

@, 0.05 -0.24 036 020 beta 0.3

2.9 0.94

) 0.15 0.12 0.00 024 beta 0.1

O, 2 3.31 277  3.88 invg Inf

0, 0.5 3.23 271 372 invg Inf
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Table A2.3: Estimation results of the time-varying mean model.

Prior Posterior 90% confidence Prior distribution:

mean mean interval type std dev
POL
? 0.2 0.68 0.52 0.82  beta 0.3
?, 0.1 0.24 0.04 0.43  beta 0.3
?; 0.05 0.22 0.12 040  beta 0.3
@, 0.05 -0.15 -0.33 0.09  beta 0.3
2.9 0.99
o 0.15 0.13 0.00 026  beta 0.1
O, 2 479 4.13 548  invg Inf
0, 0.5 1.18 1.02 134  invg Inf
ROM
? 0.2 0.81 0.70 094  beta 0.3
?, 0.1 0.03 -0.21 027  beta 0.3
?; 0 0.13 -0.18 0.44 | unif  0.5774
@, 0 -0.54 -0.75  -033  unif 05774
Z 2 0.43
o 0.15 0.29 0.25 0.32 | unif 0.1
O, 2 14.45 1223 16.60 invg Inf
o, 0.5 243 2.09 277  invg Inf
SVK
? 0.2 0.24 0.04 0.46  beta 0.3
o, 0.1 0.17 -0.05 039  beta 0.3
o 0.05 -0.02 -0.25 022  beta 0.3
@, 0.05 -0.10 -0.32 0.12  beta 0.3
2.9 0.29
o 0.15 0.25 0.06 0.46  beta 0.1
O, 2 4.39 3.76 510  invg Inf
o, 0.5 0.25 0.21 028  invg Inf
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Table A2.4: Estimation results of the time-varying mean model.

90%
Prior Posterior confidence Prior distribution:
mean  mean interval type std dev

SLO

D 0.2 0.51 023  0.76  beta 0.3

», 0.1 0.22 -0.10 052  beta 0.3

s 0.05 0.27 -0.05 055 beta 0.3

@, 0.05 -0.06 040 021  beta 0.3

Z ?; 0.94

) 0.15 0.13 0.00 028 beta 0.1

O, 2 9.25 7.92 1051 invg Inf

0, 0.5 1.00 086  1.13  invg Inf

MAL

D 0 -0.05 -024 015 unif 05774

o, 0 0.10 -0.09 031 | unif 0.5774

s 0 -0.15 -0.37  0.03 | unif 05774

2 0 -0.24 -0.46  0.00 | unif  0.5774

Z ?; -0.34

o 0.15 0.30 0.11 043  beta 0.1

O, 2 2.15 187 247 invg Inf

0, 0.5 0.06 0.06  0.07 invg Inf

CYP

2 0.2 -0.08 -027  0.11  beta 0.3

0, 0.1 -0.16 -034 003  beta 0.3

o, 0.05 -0.06 -025 0.13  beta 0.3

O, 0.05 -0.14 -032  0.04 beta 0.3

2.0 -0.44

1) 0.15 0.25 0.10 038  beta 0.1

O, 2 2.45 211 279  invg Inf

0, 0.5 0.09 0.08 0.10 invg Inf
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Table A2.5: Estimation results of the time-varying mean model.

90%
Prior Posterior confidence Prior distribution:
mean  mean interval type std dev
BEL
? 0.2 -0.03 022  0.17 beta 0.3
o, 0.1 0.00 021 020 beta 0.3
s 0.05 0.16 -0.05 035 beta 0.3
@, 0.05 -0.06 024 0.15 beta 0.3
Z ?, 0.08
) 0.15 0.33 0.17 049  beta 0.1
O, 2 1.32 1.13 148 invg Inf
o, 0.5 0.08 0.07 0.09 invg Inf
GER
b 0.2 0.03 -0.17 024 beta 0.3
®, 0.1 -0.08 -030 0.14  beta 0.3
o, 0.05 -0.13 -0.35 0.08 beta 0.3
@, 0.05 -0.10 030  0.10 beta 0.3
2.9 028
o 0.15 0.40 026  0.55 beta 0.1
O, 2 1.00 0.84 1.12 invg Inf
o 0.5 0.12 0.11 0.14 invg Inf
ESP
2 0.2 0.19 -0.01 038 beta 0.3
23 0.1 0.04 -0.15 023  beta 0.3
o 0.05 0.07 -0.14 025 beta 0.3
A 0.05 -0.23 041 -0.06 Dbeta 0.3
20 0.07
o 0.15 0.33 0.16 048 beta 0.1
O, 2 1.01 087 1.14 invg Inf
0, 0.5 0.10 0.08 0.1 invg Inf
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Table A2.6: Estimation results of the time-varying mean model.

90%
Prior Posterior confidence Prior distribution:
mean  mean interval type std dev

POR

? 0 0.36 0.11 059  unif 0.5774

?, 0 -0.37 -0.62  -0.14 | unif 0.5774

@, 0 -0.05 028  0.19 | unif 0.5774

@, 0 -0.48 -0.68 -0.27 | unif 0.5774

2.9 -0.54

o) 0.15 0.44 032 055 beta 0.1

O, 2 1.39 120 1.60 invg Inf

0, 0.5 0.23 0.19 026 invg Inf
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APPENDIX 3: PERCEIVED INFLATION TARGETS
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NON-TECHNICAL SUMMARY

In recent years inflation has accelerated, sometimes very sharply, in most of the non-euro area EU Member States
that have joined the EU since 2004 (hereafter, the new EU Member States: NMS). The recent rise in inflation has
been largely attributed to a series of adverse supply shocks, such as energy and food price increases, as well as to
ongoing changes in the economic structures of these catching-up economies. At least in some countries, capacity
pressures also seem to have played a role. Accordingly, the rise in inflation would appear by and large inevitable
and, as regards the occurrence of adverse shocks, unpredictable. Indeed, over the past few years, inflation forecasts
by international organisations and other professional forecasters appear to have sharply underestimated the recent
rise in inflation in the NMS. The question arises whether the recent rise in inflation could have been predicted
better by accounting for the signals of monetary indicators like trend money growth, which have not received
much attention in discussions of recent inflation developments in the NMS.

Against this background, this paper (1) analyses potential economic and fiscal variables as explanatory variables
for inflation developments and (2) takes a close look at the leading indicator properties of monetary and credit
aggregates for future inflation. It focuses on inflation developments in eight Central and East European EU
Member States, namely Bulgaria, the Czech Republic, Estonia, Latvia, Lithuania, Hungary, Poland and Romania.

To the best of our knowledge, this paper is the first systematic study to analyse the performance of a large set of
monetary, economic and fiscal indicators in explaining inflation dynamics in the NMS, including bivariate models
and trivariate (two-pillar Phillips curve) models. Three findings can be highlighted. First, we find that the
performance of alternative forecasting models differs substantially across countries in that different variables seem
to be influencing to a different extent inflation developments at different forecast horizons. Second, at the short-
term (one-year) horizon, with the exception of a few countries, it is difficult to find models with forecasts
significantly outperforming those of a simple benchmark (the random walk model). This finding is in line with
empirical results for the U.S. and other OECD countries suggesting that inflation has become increasingly hard to
forecast. In the few countries for which we find forecasting models significantly outperforming the benchmark at
the one-year horizon, such models are in general based on economic and fiscal indicators. Third, we find that, over
the longer term (three-year) forecasting horizon, monetary indicators contain useful information for predicting
inflation in most NMS countries. Interestingly, the role played by monetary factors in driving inflation dynamics
does not differ substantially between the NMS with a fixed exchange rate regime and those with a floating
exchange rate regime. Thus, monetary indicators appear to become important variables to explain inflation trends
across the majority of the NMS over the long-term forecasting horizon.

126



“Inflation is always and everywhere a monetary phenomenon”

(Milton Friedman (1963), Inflation: Causes and Consequences, Asia Publishing House, New York.)

1 INTRODUCTION

In recent years inflation has accelerated, sometimes very sharply, in most of the non-euro area EU Member States
that have joined the EU since 2004 (hereafter, the new EU Member States: NMS). The recent rise in inflation has
been largely attributed to a series of adverse supply shocks, such as energy and food price increases, as well as to
ongoing changes in the economic structures of these catching-up economies. At least in some countries, capacity
pressures also seem to have played a role. Accordingly, the rise in inflation would appear by and large inevitable
and, as regards the occurrence of adverse shocks, unpredictable. Indeed, over the past few years, inflation forecasts
by international organisations and other professional forecasters appear to have sharply underestimated the recent
rise in inflation in the NMS. The question arises whether the recent rise in inflation could have been predicted
better by accounting for the signals of monetary indicators like trend money growth, which have not yet received
much attention in discussions of recent inflation developments in the NMS. The extent of monetary
accommodation could be expected to be a key determinant of the transmission of shocks to inflation over medium-
term to long-term horizons.

Against this background, this paper attempts to answer the following questions: To what extent do the above
mentioned non-monetary factors explain the rise in inflation in these countries? Why has the rise in inflation over
recent years been so heterogeneous across the NMS in the presence of common external shocks and similar levels
of economic development? What is the role of money in explaining inflationary developments in the NMS? Could
the rise in inflation, and also its heterogeneity across NMS, have been predicted? To address these questions this
paper (1) analyses potential economic and fiscal variables as explanatory variables for inflation developments and
(2) takes a close look at the leading indicator properties of monetary and credit aggregates for future inflation. It
focuses on inflation developments in eight Central and East European EU Member States, namely Bulgaria, the
Czech Republic, Estonia, Latvia, Lithuania, Hungary, Poland and Romania. Depending on data availability, the
time period analysed in this paper is 1993Q1 to 2008Q2. To the best of our knowledge, our paper is the first
systematic study of the predictive power of monetary aggregates for future inflation in the eight NMS. Individual-
country studies exist for a few NMS, see e.g. Dabusinskas (2005) and Kotlowski (2005). These studies in general
conclude that monetary aggregates provide useful information for forecasting inflation. Our forecast evaluation
exercise builds on the empirical framework first applied by Stock and Watson (1999) to U.S. data and
subsequently applied by Nicoletti-Altimari (2001), Carstensen (2007) and Hofmann (2008) to euro area data.” In
this exercise, we consider a large set of monetary and non-monetary (economic and fiscal) indicators.

We find that the performance of alternative forecasting models differs substantially across countries in that
different variables seem to be influencing to a different extent inflation developments at different forecast
horizons. We also find that at the 4-quarter horizon, with the exception of a few countries, it is difficult to find
models with forecasts significantly outperforming those of a simple benchmark (the random walk model). This
result is in line with the findings of Stock and Watson’s (2008) literature review suggesting that inflation has
become increasingly hard to forecast in the U.S. and other OECD economies. However, our results also suggest
that, over the longer term (3-year) forecasting horizon, monetary indicators contain useful information for
predicting inflation in most NMS countries.

The paper is organised as follows. Section 2 first reviews past inflation developments and assesses inflation
forecasts for the eight NMS. It then provides stylised facts on monetary and non-monetary (economic and fiscal)
factors that have contributed to inflation developments in the NMS. Section 3 discusses the data and methodology
used in the forecast evaluation exercise and Section 4 presents the empirical results. Section 5 concludes,
highlighting the implications of monetary indicators for future inflation developments in the NMS.

78 For other methodologies to forecast inflation in the euro area see e.g. De Santis et al. (2008), Hubrich (2005), Calza et al. (2001). These
models tend to require relatively large numbers of observations and a stable environment and are thus less suited for forecasting inflation in the
NMS.
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2 INFLATION DEVELOPMENTS AND INFLATION FORECASTS IN THE
NMS: STYLISED FACTS

Since the end of the 1990s until the beginning of this decade inflation rates in most NMS followed a broadly
downward path from relatively high levels (see Figure 1). At different points in time between 2003 and 2005, this
pattern started to change quite noticeably. First, the disinflation process was interrupted in all countries but
Romania. Second, inflation started to increase again, in some countries to remarkably high levels. Third, while the
process of disinflation until around 2003 had taken place irrespective of the exchange rate strategy chosen, the rise
in inflation over the period 2004-08 has been particularly virulent in the countries that have opted for “hard-pegs”
(i.e. the Baltic States and Bulgaria). In the other countries, which follow an inflation-targeting strategy allowing
for a higher degree of exchange rate flexibility (hereafter, “the floaters™), the surge in inflation has been generally
more contained. Although the economic cycle seems to have peaked in 2008 in many cases, most notably in the
Baltic States, strong price pressures remain (see for a survey of economic indicators for the NMS Table A.1 in the
Appendix).

In such a changing environment, trying to predict the behaviour of price dynamics has become particularly
demanding. This is illustrated in Figure 2 below, which shows for the eight countries considered and for the years
1999-2008, the annual average inflation rate and the respective inflation forecast that was made 18-months ahead,
prior to the release of the final outcome. For example, the forecast for the average annual inflation in 2004 is the
one made in May-June 2003. The forecasts have been taken from the Eastern Europe Consensus Forecast.

Figure 1: 4-quarter average inflation in NMS (1998Q2 - 2008Q2)
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Note: 4-quarter average inflation is defined as 100*In(CPI:/CPli.4).

Interestingly, until 2003 inflation outcomes surprised on average on the downside: with the main exception of the
floaters in the year 2000, inflation turned out rather close to and, at times, below the inflation forecast expected by
the Consensus Forecast 18 months before. Thereafter, however, inflation has surprised on the upside, particularly
in the last two years. Moreover, developments across countries have started to diverge. Specifically, forecasting
inflation dynamics in the “hard-peg” countries seems to have become a particularly challenging task, with the
forecasts having underpredicted inflation five years in a row. The question arises whether this systematic
underprediction of future inflation was unavoidable given a series of unpredictable unfavourable shocks or
whether the forecasts missed important information that would have allowed avoiding a downward bias.
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Figure 2 Inflation forecasts and actual inflation (1999-2008)
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Source: Eastern Europe Consensus Forecasts and IMF (International Financial Stafistics).
* Unweighted average of annual inflation rates in Bulgaria, Estonia, Latvia and Lithuania. The arrows heading up (down) denote higher
(lower) than expected inflation.The value for 2008 indicates the latest data available (August 2008).

"FLOATERS" - Inflation and 18-months ahead inflation forecasts*
(annual average, CPlindex, %)
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* Unweighted average of annual inflation rates in the Czech Republic, Hungary, Poland and Romania. The arrows heading up (down)
denote higher (lower) than expected inflation. The value for 2008 indicates the latest data available (August 2008).
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The forecast evaluation exercise presented in Sections 3 and 4 attempts to shed light on this question. In this
exercise the “naive” random walk model will serve as the benchmark to evaluate the performance of alternative
forecasting models. As has been shown in the forecasting literature, it has proven difficult to find model-based
forecasts or forecasts by professional forecasters that significantly outperform this simple benchmark (see, e.g.,
Stock and Watson 2007). Visual inspection of Figure 2 confirms that for our set of countries the Consensus
forecasts in general did not outperform the simple no-change forecast implied by the random walk model. Going
beyond visual impression, we computed a simple metric of forecast performance, the root mean squared forecast
error, over the period 2003-08 both for the Consensus forecasts and for the random walk model (in the latter case
using the average annual inflation rate over the previous twelve months in June of a given year as the forecast for
average annual inflation in the next year). These computations confirm that across our set of countries on average
the random walk model performed equally well than the Consensus forecasts, with the latter performing slightly
better than the random walk model in the “floating” countries but worse in the “hard-peg” countries.”” Given these
findings and also because only too narrow a set of Consensus forecasts is available, we use the random-walk
model as the benchmark in our formal forecast evaluation exercise presented below.

Before turning to this exercise, several non-monetary economic and fiscal as well as monetary factors are analysed
with respect to their potential impact on inflation developments in the NMS.

2.1 NON-MONETARY DETERMINANTS OF INFLATION IN THE NEW EU MEMBER STATES

The rise in inflation in the NMS has generally taken place against the background of dynamic economic
conditions, with external factors also having played a role. On the domestic side, strong domestic demand,
underpinned by robust growth in disposable income, large inflows of foreign direct investment, low real interest
rates and buoyant credit growth, have contributed to inflationary pressures in most NMS.* Moreover, the rapid
tightening of the labour market, exacerbated by labour outflows to other EU countries, has contributed to rapid
increases in wages, often significantly above labour productivity growth, hence leading to high growth in unit
labour cost, particularly in the fastest growing economies. Under such circumstances, capacity constraints and
signs of g)lverheating emerged in many countries, e.g the Baltic States, Bulgaria, the Czech Republic and
Romania.

As for the external factors, among the most important drivers of inflation in the NMS are food prices, which had
been declining in 2001-03 but have since rebound sharply, and soaring energy prices. These two components have
a relatively large weight in the consumption basket of these countries, representing around 43% of the total
(61.2% in the case of Romania). In some countries with flexible exchange rates, these price increases have been
partly dampened by an appreciating currency (i.e. the Czech Republic and Romania). Moreover, the impact of
globalisation and strong competition, noticeably from emerging Asia, seem to have generally contributed to
containing growth rates in the price of tradable goods (e.g. textiles, furniture, IT equipment) in many NMS.

Also fiscal policy, through the impact of, inter alia, public finance reform, the fiscal stance, changes in direct and
indirect taxation, public wage-setting as well as the liberalisation of administered prices in the wake of EU entry
affected inflation performance in the NMS. In several of the eight NMS considered here, direct taxes and social
security contributions were lowered in an attempt to reduce tax wedges and thus increase labour supply in the
presence of labour shortages and sometimes large shadow economies in these fast growing economies. To the
extent that capacity constraints were lowered, these measures contributed to containing inflation. At the same
time, to the extent that these measures raised domestic demand, they tended to contribute to a rise in inflation.
Furthermore, in several NMS, public wages rose significantly. As Figure 3 indicates, the increase in government
spending on compensation of public employees in the general government sector reached double digit values in
the Baltic countries, Hungary and Poland between 1995 and 2007. In Bulgaria and the Baltic countries, which
faced a strong pick-up in inflation since 2003, compensation of public employees over this period continued to rise

7 Romania is a clear outlier, for which the random-walk model performs very poorly because it misses the strong downward trend in inflation
over the sample period, which at least to some extent was predictable.

0 The main exception would be Hungary, where output growth has remained relatively subdued.

81, most NMS, notably in those that have opted for a “hard-peg” to the euro, the process of catching-up in real income with the euro area is
likely to manifest itself in higher inflation. However, the exact size of such effect is difficult to assess. According to most studies, it generally
accounts for between 0.4 and 2.4 percentage points of inflation in the NMS (see Darvas and Szapary (2008)).
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at these high rates. At the same, apart from Romania, it fell in those NMS with disinflation, such as in Hungary
and Poland, or continued to grow at relatively lower growth rates, such as in the Czech Republic.

Figure 3: Compensation of public employees, general government (annual average percentage changes)
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Furthermore, the liberalisation of administered prices in sectors such as e.g. energy and transport contributed to
price increases that varied across the NMS. As regards indirect taxes, over the last decade, three of the eight NMS
considered lowered their VAT rates, partly substantially in view of EU tax harmonisation, namely the Czech
Republic, Hungary and Romania.®” While in Romania these measures took place in a disinflation environment,
they were followed by a pick-up in inflation in the others. Moreover, most of the NMS receive partly substantial
EU Structural Funds within the EU cohesion policy framework that may affect inflation. In 2007, the allocation of
EU Funds to the eight NMS considered here amounted to about 2}2% of GDP on average. While these funds are
aimed at improving long-term growth and employment prospects in the supported regions they may in the short
run raise domestic demand significantly, thus raising inflation particularly at times of capacity constraints.® As
regards fiscal policy, overall, fiscal efforts to comply with the requirements of the Stability and Growth Pact
tended to foster fiscal consolidation in the NMS that should in principle have worked in the direction of inflation
containment. Nevertheless, one may conjecture that, at times, a loosening fiscal stance, resulting from e.g. high
capital spending in the presence of large infrastructure needs and measures to raise labour supply, may have
contributed to an increase in inflation. In addition, at some instances, the fiscal stance has not been tight enough to
sufficiently contribute to inflation containment (see Figure A.2 in the Appendix).

1 Hungary, the VAT rate was lowered by 5 percentage points to 20% in 2006, and in the Czech Republic by 3 percentage points to 19% in
2003 (see Figure A.1 in the Appendix). In Romania the VAT rate was reduced by 3 percentage points to 19% in 2000.

8 See for details Kamps et al. (2009). It is, however, difficult to gauge the impact of these funds on inflation as one has to disentangle
allocations from actual payments, which do not coincide in general. Due to data limitations, we cannot account for the role of EU funds in our
forecasting exercise.
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2.2 MONETARY DETERMINANTS OF INFLATION IN THE NEW EU MEMBER STATES

The economic and fiscal determinants of inflation developments in the NMS share the following feature: it is often
unanticipated shocks to these variables —and their more or less sluggish propagation — what drives inflation
developments over the short to medium run. Shocks to food and energy prices, for example, not only heavily
affect relative prices but, in the short to medium run, also strongly affect overall inflation. However, in the long
run such shocks need not impact on overall inflation unless monetary policy chooses to at least partly
accommodate them. This subsection presents one indicator of monetary-policy induced inflationary pressures,
namely the evolution of trend money growth.

The empirical literature has established a strong link between money growth and inflation for OECD countries,
looking at data that span more than a century (see, e.g., Lucas 1996 and Benati 2008). This evidence suggests that
surges in money growth in general precede high-inflation episodes, making money growth a potentially useful
indicator for future inflation. More recently, Assenmacher-Wesche and Gerlach (2007, 2008) showed that the
empirical link between money growth and inflation is particularly strong at low frequencies, while the relationship
is rather noisy at business cycle frequencies. Figure 4 shows the low-frequency components of annualised quarter-
on-quarter money growth and inflation for the eight NMS under review for the period 1995 to 2008, where the
low-frequency components of the two series have been estimated with a Hodrick-Prescott filter.

The figure reveals a number of interesting findings. First, there has been pronounced disinflation in all eight
countries in the second half of the 1990s, accompanied by a strong deceleration in trend money growth. Second,
trend inflation and trend money growth started to accelerate in all countries except for Hungary and Romania
around the start of the current century. Third, in all these countries the turning point for trend money growth
preceded the turning point for trend inflation. On average, trend money growth reached its low point five quarters
before trend inflation (median: four quarters) did, with the lead being longest in the case of Latvia (almost three
years) and shortest in the case of the Czech Republic (half a year). Also, the pick-up in trend money growth
suggests that the recent surge in inflation in the NMS is not exclusively due to the occurrence of unanticipated
shocks but at least partly has monetary roots.** Fourth, in some countries (Estonia, Latvia and Lithuania) trend
money growth peaked in 2005 and decelerated thereafter, suggesting gradually declining inflationary pressures in
these countries. All in all, the stylised evidence presented in this subsection suggests that trend money growth
contains useful information for predicting future inflation, a hypothesis that will be tested in the remainder of this

paper.

Figure 4: Trend money growth and inflation in NMS (1995Q1 - 2008Q2)
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Note: Money growth based on broadest available monetary aggregate (M3 for Bulgaria, Hungary and Lithuania, M2 for remaining
countries). Trend estimated with Hodrick-Prescott filter (tuning parameter set equal to 1600).

8% Note that even the recent surge in commodity prices (one of the “shocks”) might have been partly driven by loose monetary policy, albeit at
the global level (Frankel 2006).
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3 THE EMPIRICAL FRAMEWORK

This section presents the empirical framework used to evaluate the performance of alternative forecasting models.
The first subsection discusses the data, while the second subsection presents the alternative forecasting models
used for this exercise. The empirical results are presented in Section 4.

3.1 DATA

We use data for eight NMS, namely Bulgaria, the Czech Republic, Estonia, Latvia, Lithuania, Hungary, Poland
and Romania. Most series were retrieved from the Haver Analytics DLX databases “Eurostat”, “EMERGECW”
and “IFS” (see Appendix A.2 for details). Most time series are seasonally adjusted by the source. Whenever this is
not the case, we seasonally adjust the respective series using the Census X11 multiplicative procedure. Depending
on data availability, we use quarterly data for 1993Q1 to 2008Q2. However, data availability differs substantially
across countries and for some countries some series start only in the end-1990s. For the forecasting regressions,
we only used data that were available at least from 1995Q1 onwards. For Bulgaria and Romania, data availability
is particularly limited and also data quality appears to be an issue, suggesting that the results for these countries
should be taken with a grain of salt.

We group the explanatory variables that we consider in the forecasting exercise into three groups, namely
monetary, economic and fiscal indicators. The monetary indicators tested include the monetary aggregates M1,
M2 and M3 as well as loan growth. For those countries for which M3 is not available we use M0, M1 and M2
instead. The monetary indicator variables also include concepts such as trend broad money growth, the real money
gap, the monetary overhang and the change in P-star (see Appendix A.1 for details).

Economic indicators include both domestic and external factors. Domestic factors comprise the output gap, real
GDP growth, employment growth, a measure of the employment gap, the change in the unemployment rate, a
measure of the unemployment rate gap, growth in compensation per employee, wage growth, industrial production
growth and, finally, the level and change in producers’ selling price expectations as well as consumers’ price
expectations based on surveys compiled by the European Commission. External factors include the nominal
effective exchange rate, commodity price inflation as well as changes in oil prices. Commodity prices and oil
prices expressed in euro are taken from the ECB Monthly Bulletin database and converted into national currency
using spot exchange rates.

Fiscal variables comprise growth in general government revenue and expenditure, changes in direct and indirect
taxes, changes in VAT revenues, changes in government consumption and growth in compensation of government
employees. Unfortunately, a long enough time series of the latter variable is available for the Czech Republic only.
However, given that compensation of government employees is by far the largest sub-item in government
consumption, one can interpret changes in government consumption as a proxy for government-induced wage
pressures.

The trend and gap measures referred to above (e.g. trend money growth and the output gap) are constructed as
follows. First, the trend component of the respective variable is estimated with a Hodrick-Prescott filter (with
tuning parameter set equal to 1600). We follow Stock and Watson (1999) and Hofmann (2008), using a one-sided
filter to estimate the trend components. This filter for each period uses only information up to that period, which is
important for the pseudo real-time out-of-sample forecasting exercise we carry out. We estimate the one-sided
Hodrick-Prescott filter using the Kalman filter. Once the trend component has been estimated, the gap measure is
obtained as the (log) difference between the raw series and the Hodrick-Prescott trend.
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3.2 METHODOLOGY

The forecast evaluation exercise builds on the empirical framework first applied by Stock and Watson (1999) to
U.S. data and subsequently applied by Nicoletti-Altimari (2001), Carstensen (2007) and Hofmann (2008) to euro
area data.® To the best of our knowledge, our study is the first attempt to apply this methodology to study the
performance of alternative forecasting models for the NMS. The following description of the methodology closely
follows Hofmann (2008).

As is common in this literature, we concentrate on single-equation forecasting models with few independent
variables for the following reasons. First, single-equation inflation-forecasting models have been found in the
forecast evaluation literature to outperform large multiple-equation models such as vector autoregressions or
traditional structural macroeconometric models (see, e.g., Stock and Watson 2008). Second, we concentrate on
models with few independent variables in order to account for our short data samples. Increasing the number of
indicator variables included in the models would quickly exhaust the degrees of freedom. Yet, in order to reflect
the large set of information available to professional forecasters in practice, we also present results for combined
forecasts that average over the large set of forecasting models (between 40 and 60 per country) we consider in the
exercise.

To begin with, the variable to be forecasted has to be chosen. It has become common practice in the literature to
focus on annualised average inflation over the coming % quarters, which can be formally expressed as

" =(400/h)In(CPI

o /CPI,) and where n denotes the inflation rate and CPI denotes the consumer price

t+h
index. In the empirical exercise we consider three alternative forecasting horizons, namely 4-quarter ahead
forecasts, 8-quarter ahead forecasts and 12-quarter ahead forecasts (4 =4, §, 12).

Benchmark model for forecast evaluation
In order to evaluate the forecasting performance of alternative models, we compare their forecast errors with those
obtained for a simple benchmark model. Two candidate benchmark models have been routinely used in the

forecasting model. First, the “naive” random walk model (hereafter RW), which states that the forecast of /-
quarter ahead inflation at time ¢ is simply the last observable value of h-quarter inflation:

(1) z =,

t+h|t

where 77/, =(400/h)In(CPI,_,/CPI,_, ). Here, we assume — as is the case in practice — that the inflation

rate at time ¢, ﬂ'th , 1s not part of the time-¢ information set.

Second, a univariate autoregressive model for inflation (hereafter AR), which can be expressed as:
oo h

(2) ﬂ’-t+h - IBO + ﬁl (L)ﬂ:t + Upps

where /3, (L) is a finite polynomial of order p in the lag operator L ( 3,(L) = B, L+...+ B, LL7). Again, we

assume that the inflation rate at time #, 7, , is not part of the time-¢ information set. We follow Carstensen (2007)

and use a stepwise procedure to determine which lagged values of inflation enter the model, considering up to four

85 See Fischer et al. (2006) for a discussion of the role these forecasting models play in ECB monetary analysis.
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lagged values of inflation ( p =4).% The h-quarter ahead forecast, after model estimation, is calculated as
AN D D
Tome = By + B(L)x,.

The results presented in Section 4 suggest that, in the cross-section of countries considered in this paper and across
forecasting horizons, the random walk model on average outperforms the autoregressive model, in the sense that it
produces lower root mean squared errors (RMSE). Therefore, we pick the random walk model as the benchmark
model when testing whether the alternative forecasting models presented below significantly outperform the
benchmark. For this purpose, we use the test for equal predictive ability developed by Diebold and Mariano
(1995), which is applicable in the case of non-nested models.*’

Bivariate forecasting models

The first set of forecasting models used in the forecasting exercise extends the univariate autoregressive model
discussed above by including one indicator variable, X, , at a time:

(3) 7Z.th+h = ﬁo + ﬂl(l‘)ﬁt + 182 (L)‘xt + u::—h >

where ﬂ2 (L) is a polynomial of order p in the lag operator L. Again, we assume that the respective indicator

variable at time #, X,, is not part of the time-f information set. A stepwise procedure is used to determine which

lagged values of inflation and of the respective indicator variable enter the model, considering up to four lagged
values of both inflation and the respective indicator variable ( p =4). The h-quarter ahead forecast, after model

estimation, is calculated as £, = Bo + 181 (L) + Bz (L)x,,.

t+h|t

In the empirical exercise the bivariate models are estimated for each country and each indicator variable in turn.
The maximum number of bivariate forecasting models is 32 per country, given that we have up to 8 monetary
indicators, up to 17 economic indicators and up to 7 fiscal indicators.*®

Trivariate (two-pillar Phillips curve) forecasting models

Gerlach (2003, 2004) proposed a simple trivariate (two-pillar Phillips curve) forecasting model intended to capture
at the same time the information of both monetary and economic indicators. Such trivariate (two-pillar Phillips
curve) forecasting models specify s-quarter ahead average inflation as a function of its own lags, lags of trend

broad money growth (Amtr ), estimated with the one-sided Hodrick-Prescott filter discussed above, as well as lags

of a non-monetary indicator variable ( X, ):

(4) ﬂ-tthh = ﬂo +ﬂ1 (L)ﬂ-t +ﬂ2 (L)xt +ﬂ3 (L)AmtT +uth+h’

86 Lagged values enter the model only if they are significant at a pre-specified significance level (here the overall significance level is set to
0.2). Compared to lag-length selection criteria the stepwise procedure has the advantage of additional flexibility. For example, it might be that
lags 1 and 4 turn out to be highly significant but lags 2 and 3 are insignificant. A conventional selection criterion would probably pick a model
with one lag only as the best model. However, this would miss the information contained in the fourth lag, which may strongly affect forecast
accuracy. The stepwise procedure, instead, would include lags 1 and 4 in the model.

87 Note that some of the models are nested, implying non-standard asymptotic distributions under the null hypothesis, see Clark and
McCracken (2005). Since forecasts are multiple-step, the proper size of the tests would need to be derived by Montecarlo simulation. As doing
this for all the models considered in this paper would be computationally prohibitive, we opted for the Diebold-Mariano test, noting its
limitations in some cases.

88 Given that not all series are available for each country, the effective number of bivariate forecasting models ranges between 20 (Romania)
and 31 (Czech Republic, Estonia, Latvia).
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where ﬂ3 (L) is a polynomial of order p in the lag operator L. Again, we assume that trend broad money growth

at time ¢, AmtT , as well as the respective indicator variable at time ¢, X, , are not part of the time-# information set.

A stepwise procedure is used to determine which lagged values of inflation, of trend money growth and of the
respective indicator variable enter the model, considering up to four lagged values of both inflation and the

respective indicator variable ( p =4). The h-quarter ahead forecast, after model estimation, is calculated as

Al =By + B(L)m + By (L)x, + By (L)Am] .

In the empirical exercise the trivariate (two-pillar Phillips curve) models are estimated for each country and each
indicator variable in turn. The maximum number of trivariate (two-pillar Phillips curve) forecasting models is 24
per country, given that we have up to 17 economic indicators and up to 7 fiscal indicators.®

Forecast combinations

In addition to the individual-indicator bivariate and trivariate (two-pillar Phillips curve) forecasting models we
also provide evidence on the performance of simple forecast combinations. We consider five alternative forecast
combinations: combining the forecasts of (i) the monetary-indicator bivariate models, (ii) the economic-indicator
bivariate models, (iii) the fiscal-indicator bivariate models, (iv) all bivariate models, and (v) all trivariate (two-
pillar Phillips curve) models. All these forecast combinations are computed as the simple average of the forecasts
produced by the models with the individual indicators, for each point in time, forecasting horizon and country.

The reason for including these forecast combinations is that such combinations have been shown to significantly
improve forecast accuracy in previous studies (see, e.g., Stock and Watson 1999 and Hofmann 2008). Also,
forecast combinations based on simple averages have been shown to perform equally well or even better than
combinations assigning different weights to the forecasts produced by different models according to some
optimality criterion. This result suggests that forecast combinations based on simple averages can best deal with
uncertain structural breaks that may heavily affect the forecast performance of individual models. In this context,
it may be wise not to assign too much weight to a particular model. These considerations are particularly relevant
for our set of countries, characterised by an ongoing convergence process and substantial structural change.

Forecast evaluation sample

In the simulated out-of-sample forecasting exercise, the individual forecasting models are estimated using data
prior to the forecasting period in such a way as to reflect the information set available to forecasters in real time.
Note, however, that since we lack a real-time database we have to rely on revised data from the most recent
vintage of official statistics. In this sense, we conduct a pseudo real-time exercise.

The sample period for the recursive forecasting regressions starts in 1998Q2 for all models, in order to allow for
the long lags in the dependent and independent variables. Take the bivariate model with #=12 as an example. The
observation of /-quarter inflation for 1998Q2 (which is price level in 1998Q2 divided by price level in 1995Q2) is
modelled as depending on values of the indicator variable in 1995Q1 (lag 1), 1994Q4 (lag 2), 1994Q3 (lag 3),
1994Q2 (lag 4). This is the earliest observation of A-quarter inflation we can model given the data constraints we
face.

The forecast evaluation sample runs from 2003Q3 to 2008Q2 and is, thus, based on quarterly observations for five
years. In general, for each forecast horizon /% the first out-of-sample forecast is constructed in period 2003Q3-/ in
order to ensure that for each forecasting horizon we obtain a forecast evaluation sample of equal length. Take the
forecast for 2003Q3 and the bivariate model with ~=4 as an example. This forecast is made in 2002Q3 and is
based on a forecasting regression using data up to 2002Q2. Once the forecast for a given quarter in the forecast
evaluation sample has been computed, the procedure moves one quarter forward and uses one additional data
point per step to estimate the forecasting regression and to construct the forecast. The procedure stops after the
forecast for 2008Q2 has been constructed, the last period in our data sample.

8 Given that not all series are available for each country, the effective number of trivariate forecasting models ranges between 14 (Romania)
and 24 (Czech Republic).
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4 EMPIRICAL RESULTS

This section discusses the forecast evaluation results for the above-mentioned bivariate and trivariate (two-pillar
Phillips curve) models using alternative monetary and non-monetary (economic and fiscal) variables over the three
alternative forecasting horizons. It focuses on the short-term horizon (4-quarter ahead) and the long-term horizon
(12-quarter ahead); the results for the medium-term horizon (8-quarter ahead) are displayed in the Appendix (see
Table A.2). In presenting the empirical results, countries have been grouped according to their choice for exchange
rate flexibility (i.e. Bulgaria, Estonia, Latvia and Lithuania as “hard-pegs” and the Czech Republic, Hungary,
Poland and Romania as “floaters™) in an attempt to identify possible differences in the ability to forecast inflation
trends among these two groups of countries. As mentioned above, the performance of the bivariate and trivariate
(two-pillar Phillips curve) models is assessed by comparing their respective RMSE with the RMSE obtained from
a simple random walk (RW).

Three findings become immediately apparent just from a visual inspection of the results. First, the results differ
substantially across countries in that different variables seem to be influencing to a different extent inflation
developments at different forecast horizons. This is likely to derive from the fact that, notwithstanding some
similarities, economic structures and institutions do vary across the NMS. Moreover, monetary and fiscal policies
and structural reform in these countries have addressed to a different extent country-specific policy requirements
reflecting, for example, different states of real convergence and/or different policy options. Second, at the 4-
quarter horizon, with the exception of Bulgaria, Estonia and Hungary, none of the bivariate and trivariate (two-
pillar Phillips curve) forecasting models produce a RMSE that is significantly smaller than that of a RW model.
This result echoes the findings of Stock and Watson’s (2008) recent literature review suggesting that inflation is
hard to forecast in the U.S. and other OECD economies and that it is difficult to improve upon simple benchmark
models. Third, at the 12-quarter horizon a number of bivariate models and trivariate (two-pillar Phillips curve)
models significantly improve upon the forecasts of the RW model. In particular, monetary indicators do appear to
contain useful information for predicting inflation at longer (3-year) horizons in these countries.

4.1 SHORT-TERM FORECAST OF INFLATION DEVELOPMENTS (4 QUARTERS AHEAD)

Following the methodology described in Section 3.2, Table 1 displays the absolute RMSE for the RW as well as
the values of the RMSEs of the different models relative to the RW. Hence, relative RMSEs smaller than unity
correspond to models outperforming the RW. When marked bold, relative RMSEs smaller than unity correspond
to models that significantly outperform the RW (by reference to a Diebold-Mariano test).

Looking at Table 1, the results show that at the 4-quarter horizon the bivariate and trivariate (two-pillar Phillips
curve) models perform worse than the RW benchmark in all countries but Bulgaria, Estonia and Hungary. This
confirms that at the short-term horizon it is difficult to improve the forecast performance upon this simple RW
benchmark. In the three countries where either bivariate or trivariate (two-pillar Philipps curve) models are able to
significantly outperform the RW, it appears that different factors can help explaining inflation developments as
indicated by the best-performing models.

e In Bulgaria the bivariate model with commodity price inflation performs best, possibly reflecting the relatively
large weight of food and energy prices in the consumer’s basket of this economy. The bivariate model with
growth of compensation per employee and the trivariate (two-pillar Phillips curve) model with trend M3
growth and commodity price inflation also significantly outperform the RW and to a lesser extent also improve
upon the AR model.

e In Estonia the bivariate model with ULC growth performs best. The bivariate model with producers' price
expectations also performs significantly better than either the RW or the AR model (the latter performs worse
than the RW for Estonia). In addition, the trivariate (two-pillar Phillips curve) models with the output gap, the
unemployment gap and ULC growth perform better than the RW. With the exception of ULC growth, these
trivariate (two-pillar Phillips curve) models perform better than the bivariate models with these economic
variables, which suggests that combining a monetary indicator (here: trend M2 growth) with economic
indicators in some cases improves forecast accuracy.
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e In Hungary the bivariate models with consumers’ price expectations and M1 growth perform best. Both
models display considerably better forecasting performance than the AR model, which itself performs
significantly better than the RW. The bivariate models with loan growth, the change in the unemployment rate
and government consumption growth also perform significantly better than the RW even though the
improvement upon the AR model is not very sizeable. Interestingly, Hungary with its high and rather volatile
general government deficit is among the few countries for which we find that fiscal policy has predictive
power for inflation in the short run.

As regards the forecast combinations at the 4-quarter horizon, they are not able to significantly outperform the RW
forecast in any NMS apart from Bulgaria and Hungary. In Hungary, the combined forecast of monetary indicators
performs the best among these combined forecasts.

Overall, we find that when trying to forecast inflation developments at the 4-quarter horizon, in the few countries
in which we find models performing significantly better than the RW, the best performing models are bivariate
models with economic indicators. In Estonia and Bulgaria some labour market indicators seem to be particularly
capable to outperform the RW. This may broadly reflect a labour market tightening over the sample period in
these fast growing and at times overheating economies.
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Table 1. Relative root mean squared error for alternative forecasting models (forecast horizon = 4 quarters ahead)

Hard-Pegs Floaters
BG EE LV LT CZ HU PL RO
Random walk model (RMSE) 3.87 2.82 3.86 3.02 2.26 2.73 2.30 4.00
| Autoregressive model 0.84 1.03 1.33 1.29 0.95 0.88 1.27 3.04
Bivariate models
(a) Monetary indicators
M3/M2 (change) 0.90 0.95 1.33 1.30 1.12 0.98 1.22 3.13
Trend M3/M2 (change) 0.88 0.96 1.17 1.32 1.32 0.99 1.55 2.06
P* (change) 0.93 0.95 1.33 1.31 1.16 0.87 1.07 3.04
Real money gap 0.88 1.13 1.33 1.40 1.11 1.29 1.26 1.92
Monetary overhang 0.99 1.05 1.23 1.31 1.48 1.35 1.71 241
M1/MO (change) 0.86 0.91 1.33 1.45 1.05 0.69 1.38 4.85
M2/M1 (change) 0.91 0.92 1.25 1.31 - 0.94 1.44 -
Loans 0.96 1.08 1.33 1.45 1.43 0.85 0.98 -
(b) Economic indicators
Output gap 0.84 1.20 1.33 1.56 1.42 1.19 1.67 2.67
Real GDP (change) 0.85 1.12 1.30 1.31 1.01 0.96 1.25 3.02
Employment (change) 0.85 1.33 1.40 1.15 0.95 1.05 1.28 2.54
Employment gap 0.90 1.37 1.36 1.01 1.42 1.39 1.42 2.65
Unemployment rate (change) 0.93 1.24 1.34 1.38 1.00 0.88 2.08 2.61
Unemployment rate gap 0.99 1.10 1.33 1.34 1.40 1.16 2.40 2.02
Compensation per employee (change) 0.83 0.89 1.01 1.32 1.01 1.04 - 2.55
Wages (change) 0.84 1.03 1.18 1.41 0.92 1.54 1.18 2.95
ULC (change) 0.84 0.73 0.98 1.29 1.07 1.46 - -
Industrial production (change) - 1.07 1.34 1.30 1.16 1.00 1.31 2.82
Nom. eff. exchange rate (change) 0.84 1.02 1.30 1.29 0.89 0.90 1.90 3.02
Commodity prices (change) 0.77 0.97 1.17 1.05 0.94 1.00 1.41 2.89
Oil prices (change) 0.97 1.07 1.33 1.34 1.01 1.00 1.55 3.20
Cons. price expectations (level) - 1.30 1.01 - 1.25 0.66 - -
Cons. price expectations (change) - 1.09 1.30 - 1.32 1.17 - -
Prod. price expectations (level) 1.07 0.86 1.12 1.14 0.95 - 1.66 1.97
Prod. price expectations (change) 0.86 1.01 1.29 1.29 0.99 - 1.33 2.92
(c) Fiscal indicators
Direct taxes (change) - 1.03 1.33 1.33 0.95 - 1.21 -
Indirect tax (change) - 1.03 1.33 1.25 0.95 - 1.28 -
VAT (change) - 1.03 1.33 1.24 0.95 - 1.39 -
Social contributions (change) - 1.03 1.32 1.28 1.04 - 0.93 -
Tax burden (change) - 1.03 1.33 1.24 0.95 - 1.31 -
Government consumption (change) 0.84 1.02 1.34 1.29 1.21 0.82 1.28 -
Government compensation (change) - - - - 0.95 - - -
Trivariate models
(a) Economic indicators
Output gap 0.89 0.85 1.21 1.66 1.51 1.10 1.51 1.72
Real GDP (change) 0.87 1.01 1.17 1.30 1.28 1.15 1.55 1.90
Employment (change) 0.90 1.33 1.26 1.28 1.46 0.96 1.69 2.00
Employment gap 0.98 1.10 1.19 1.25 1.60 2.01 2.08 222
Unemployment rate (change) 1.00 1.03 1.17 1.50 1.46 1.02 3.02 2.10
Unemployment rate gap 1.11 0.77 1.17 1.75 1.48 1.08 1.87 1.81
Compensation per employee (change) 0.85 1.17 1.02 1.33 1.34 0.97 - 2.31
Wages (change) 0.87 0.97 0.92 1.42 1.47 1.30 1.57 2.24
ULC (change) 0.87 0.83 1.02 1.39 1.49 1.22 - -
Industrial production (change) - 0.98 1.18 1.33 1.36 0.95 1.59 2.11
Nom. eff. exchange rate (change) 0.88 0.95 1.33 1.33 1.30 1.00 1.40 2.00
Commodity prices (change) 0.82 1.01 1.04 1.02 1.14 0.91 1.54 2.02
Oil prices (change) 0.98 1.01 1.20 1.39 1.38 1.33 1.59 2.18
Cons. price expectations (level) - 1.23 1.17 - 1.72 1.07 - -
Cons. price expectations (change) - 0.98 1.30 - 1.43 1.14 - -
Prod. price expectations (level) 1.07 0.94 0.88 1.14 1.35 - 1.57 1.79
Prod. price expectations (change) 0.88 0.93 1.08 1.32 1.29 - 1.50 2.05
(b) Fiscal indicators
Direct taxes (change) - 0.96 1.17 1.40 1.32 - 1.49 -
Indirect tax (change) - 0.96 1.19 1.29 1.41 - 1.61 -
VAT (change) - 0.92 1.22 1.25 1.40 - 1.87 -
Social contributions (change) - 0.91 1.17 1.31 1.49 - 1.45 -
Tax burden (change) - 0.96 1.17 1.28 1.29 - 1.75 -
Government consumption (change) 0.84 1.03 1.17 1.32 1.33 1.01 1.55 -
Government compensation (change) - - - - 1.33 - - -
Forecast combinations
(a) Bivariate models
Monetary indicators 0.89 0.95 1.28 1.34 1.05 0.81 1.08 1.81
Economic indicators 0.86 1.00 1.19 1.25 0.96 0.89 1.25 2.53
Fiscal indicators - 1.02 1.33 1.27 0.98 - 1.16 -
All indicators 0.87 0.98 1.24 1.28 0.96 0.84 1.15 228
a) Trivariate models
Economic and fiscal indicators 0.89 0.91 1.08 1.32 1.33 0.99 1.61 1.91

Note: The first line of the table displays the root mean squared error (RMSE) for the random walk model. The remaining lines report the
RMSE of the respective alternative forecasting model divided by the RMSE of the random walk model. Figures in bold indicate that the
respective forecasting model significantly outperforms the random walk model (based on Diebold-Mariano test, at 10% significance

level).
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4.2 LONG-TERM FORECAST OF INFLATION DEVELOPMENTS (12 QUARTERS AHEAD)

Looking at Table 2, it emerges that when forecasting 12-quarter ahead inflation dynamics in the NMS, an
improved performance vis-a-vis the RW benchmark may be obtained in many of these countries when the
information from monetary and non-monetary (economic and fiscal) indicators is taken into account. The main
exceptions would be Bulgaria and Romania, but as discussed below the results for these countries should be taken
with a grain of salt. Interestingly, the findings suggest that monetary indicators perform particularly well at the 12-
quarter horizon across all other NMS. Turning first to the group of countries with a fixed exchange rate regime,
the findings reveals the following:

e Specifically, in Estonia the bivariate model with trend M2 growth appears to perform best. Although, all in all,
6 monetary bivariate models, 7 economic bivariate models and 4 fiscal bivariate models significantly
outperform the RW benchmark, none of them significantly outperform the bivariate model with trend M2
growth. Five trivariate (two-pillar Phillips curve) models significantly outperform the RW model, but only one
(the one with the tax burden change) does marginally better than the bivariate model with trend M2 growth,
hence suggesting that adding a third variable to a model with lagged inflation and trend M2 growth does not
noticeably improve upon the forecast performance of the latter.

e In Latvia, the trivariate (two-pillar Phillips curve) model with employment gap performs best. At the same
time, however, this is the only model significantly outperforming the RW.

e In Lithuania, the bivariate model with loan growth performs best at the 12-quarter horizon. Moreover, both the
bivariate model with trend M3 growth and the P* model perform better than the RW and AR models. In
addition, 5 bivariate models with economic indicators, 5 bivariate models with fiscal indicators and 10
trivariate (two-pillar Phillips curve) models significantly outperform the RW but do not improve upon the
forecasts of the bivariate model with loan growth.

e As already mentioned, for Bulgaria, there is not a single model outperforming the RW at the 12-quarter
horizon. However, this result is distorted by the inclusion of the 1990s in the regression sample, a period still
characterised by hyperinflation in this country. This is clearly reflected in the AR model, the forecasting
performance of which is worse than that of the RW by a factor of 20. If the regression sample start were
instead set to 2000Q2 to exclude the volatile 1990s (which comes at the cost of a short evaluation sample),
then a number of models with monetary and economic indicators would improve upon the RW. The main
message of this exercise is that for true out-of-sample forecasts (say 12-quarter ahead forecasts made in
2008Q3) there should be models that significantly improve upon the forecasts of the simple RW. However, in
this paper we have chosen to adopt the same approach across countries in order to ensure equal treatment and
comparability of results.

In the remaining countries, i.e. “the floaters”, a similar picture emerges.

e In the Czech Republic, the bivariate model with trend M2 growth performs best. Moreover, nine trivariate
(two-pillar Phillips curve) models also significantly outperform the RW, but only two (the ones with changes
in indirect taxation and the nominal effective exchange rate) do marginally better than the bivariate model with
trend M2 growth.

e In Hungary, the bivariate model with growth in government consumption performs the best, yet only
marginally better than the model with the P-star monetary indicator. These are the two single models that
outperform the forecast of a simple AR model.

e As regards Poland, the bivariate model with the unemployment rate gap performs the best at the 12-quarter
horizon, followed by the bivariate model with wage growth. The finding that fiscal indicators work well
compared to other countries may be related to the fact that Poland enacted several tax- and benefit reforms
with a view to increasing labour supply and implemented a funded pension pillar.

¢ Finally, in Romania the only model able to significantly outperform the RW benchmark is the trivariate (two-
pillar Phillips curve) model with growth in compensation per employee. In general, the forecast performance
of all models (including the RW) is very weak, which — as in the case of Bulgaria — reflects the fact that the
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economic environment was still quite unstable in the second half of the 1990s. As for Bulgaria, choosing the
regression sample to start two years later (2000Q2) reveals that many models would significantly outperform
the RW, a finding that may be useful for future forecasts of inflation for Romania.

As regards combined inflation forecasts for the 12-quarter horizon, most combined forecasts significantly
outperform the RW benchmark in four countries (Estonia, Lithuania, Hungary and Poland) but not the respective
best performing bivariate model in each of these countries.

From these results one can conclude that over the long-term (12-quarter ahead) forecast horizon the role played by
monetary factors in driving inflation dynamics does not differ substantially between the NMS with a “hard peg”
and those with a floating exchange rate regime. In particular, monetary indicators appear to become important
variables to explain inflationary trends across the majority of the NMS. Compared to the short-term inflation
dynamics, fiscal indicators also seem to play a more prominent role over the longer term. For example, in Hungary
the best-performing model over the 12-quarter horizon is the bivariate model with government consumption; in
Estonia and the Czech Republic the bivariate models with fiscal indicators also perform rather well. This may be
explained by the fact that some fiscal policy measures may take time before they change the structure of the
economy and take effect on inflation.
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Table 2. Relative root mean squared error for alternative forecasting models (forecast horizon = 12 quarters ahead)

Hard-Pegs Floaters
BG EE LV LT CzZ HU PL RO
Random walk model (RMSE) 2.95 2.09 3.49 294 1.93 2.99 3.76 16.59
(Autoregressive model 20.28 0.85 1.18 0.96 1.51 0.41 0.80 2.20
Bivariate models
(a) Monetary indicators
M3/M2 (change) 11.73 0.79 1.15 0.99 1.41 1.44 1.02 1.86
Trend M3/M2 (change) 18.64 0.70 1.09 0.88 0.61 1.09 1.35 1.40
P* (change) 12.71 0.99 1.21 0.90 1.50 0.35 0.91 2.20
Real money gap 16.23 0.71 1.13 1.01 2.87 0.74 1.16 2.52
Monetary overhang 8.23 1.63 1.05 1.01 1.65 0.78 1.21 2.56
M1/MO (change) 2.25 0.85 1.25 1.12 2.25 0.77 0.84 2.13
M2/M1 (change) 1.92 0.85 1.21 1.00 - 0.58 0.77 -
Loans 22.11 0.84 1.15 0.74 2.29 0.49 0.85 -
(b) Economic indicators
Output gap 31.15 0.90 1.21 1.02 2.89 1.25 0.95 222
Real GDP (change) 20.60 1.02 1.18 0.96 1.36 0.60 0.97 2.28
Employment (change) 18.48 1.24 1.26 0.92 2.10 0.64 0.86 2.55
Employment gap 47.65 0.89 0.99 223 4.41 1.50 1.12 3.84
Unemployment rate (change) 18.87 1.33 1.17 1.39 2.23 0.51 0.57 2.57
Unemployment rate gap 37.34 1.30 1.40 1.47 3.49 0.61 1.26 3.51
Compensation per employee (change) 20.97 0.74 1.12 0.95 1.15 0.86 - 1.11
Wages (change) 22.83 0.83 1.17 0.94 0.96 0.98 0.72 2.26
ULC (change) 21.23 0.71 1.16 1.08 0.95 0.90 - -
Industrial production (change) - 0.90 1.19 0.95 1.46 0.69 0.94 2.28
Nom. eff. exchange rate (change) 20.75 0.92 1.20 0.99 1.68 0.75 0.78 2.18
Commodity prices (change) 19.87 1.05 1.19 1.29 1.95 0.90 0.87 2.17
Oil prices (change) 18.70 0.96 1.20 0.97 1.67 0.63 0.85 2.16
Cons. price expectations (level) - 1.33 1.71 - 2.04 1.66 - -
Cons. price expectations (change) - 0.84 1.21 - 1.52 0.66 - -
Prod. price expectations (level) 13.16 1.07 1.19 0.93 1.64 - 0.74 1.91
Prod. price expectations (change) 22.63 0.91 1.20 0.95 1.42 - 0.80 2.19
(c) Fiscal indicators
Direct taxes (change) - 0.88 1.17 0.98 1.53 - 0.82 -
Indirect tax (change) - 0.87 1.18 0.95 1.51 - 0.77 -
VAT (change) - 0.88 1.18 0.94 1.51 - 0.82 -
Social contributions (change) - 0.83 1.19 0.94 1.22 - 0.77 -
Tax burden (change) - 0.83 1.20 0.94 1.36 - 0.82 -
Government consumption (change) 21.73 0.73 1.18 0.93 1.27 0.30 0.97 -
Government compensation (change) - - - - 1.51 - - -
Trivariate models
(a) Economic indicators
Output gap 30.53 1.30 1.11 1.06 1.75 1.07 1.47 1.72
Real GDP (change) 20.49 1.72 1.13 0.93 0.63 0.72 1.50 1.51
Employment (change) 15.88 1.55 1.11 0.95 1.19 1.69 1.22 1.22
Employment gap 47.51 1.80 0.87 3.04 1.57 2.85 0.97 2.55
Unemployment rate (change) 18.65 1.53 1.12 0.94 2.08 1.29 1.19 1.77
Unemployment rate gap 36.81 1.82 1.19 1.23 3.59 1.65 0.96 2.70
Compensation per employee (change) 20.28 0.77 1.13 0.96 1.07 0.91 - 0.82
Wages (change) 21.56 0.86 1.02 0.94 0.61 1.14 1.29 1.30
ULC (change) 19.84 0.78 1.17 1.01 0.71 0.86 - -
Industrial production (change) - 0.93 1.19 0.95 0.64 1.08 1.62 1.52
Nom. eff. exchange rate (change) 19.62 0.92 1.17 0.93 0.60 0.88 1.40 1.41
Commodity prices (change) 18.80 0.96 1.14 1.01 0.95 1.02 1.26 1.55
Oil prices (change) 17.47 0.80 1.08 0.96 0.64 1.22 1.38 1.43
Cons. price expectations (level) - 0.98 1.11 - 1.39 2.46 - -
Cons. price expectations (change) - 0.70 1.10 - 0.97 1.02 - -
Prod. price expectations (level) 8.15 1.64 1.08 0.97 0.94 - 1.34 1.26
Prod. price expectations (change) 21.50 0.78 1.08 0.84 1.02 - 1.36 1.45
(b) Fiscal indicators
Direct taxes (change) - 0.74 1.18 0.91 0.80 - 1.46 -
Indirect tax (change) - 0.88 1.18 0.94 0.59 - 1.36 -
VAT (change) - 0.88 1.18 0.92 0.68 - 1.35 -
Social contributions (change) - 0.92 1.18 0.95 0.92 - 1.36 -
Tax burden (change) - 0.67 1.19 0.95 0.98 - 1.32 -
Government consumption (change) 19.46 0.72 1.08 0.93 0.96 1.34 1.56 -
Government compensation (change) - - - - 0.64 - - -
Forecast combinations
(a) Bivariate models
Monetary indicators 10.68 0.77 1.15 0.92 1.17 0.68 0.76 2.07
Economic indicators 21.60 0.87 1.20 0.97 1.76 0.62 0.82 225
Fiscal indicators - 0.78 1.18 0.93 1.37 - 0.81 -
All indicators 17.73 0.81 1.18 0.95 1.52 0.59 0.79 2.19
(a) Trivariate models
Economic and fiscal indicators 19.91 0.79 1.08 0.94 0.94 0.93 1.27 1.46

Note: The first line of the table displays the root mean squared error (RMSE) for the random walk model. The remaining lines report the
RMSE of the respective alternative forecasting model divided by the RMSE of the random walk model. Figures in bold indicate that the

142



respective forecasting model significantly outperforms the random walk model (based on Diebold-Mariano test, at 10% significance
level).

5 CONCLUSIONS

To the best of our knowledge, this paper is the first systematic study to analyse the performance of a large set of
monetary, economic and fiscal indicators in explaining inflation dynamics in the NMS, including bivariate models
and trivariate (two-pillar Phillips curve) models. Three findings can be highlighted.

First, the performance of the bivariate and trivariate (two-pillar Phillips curve) forecasting models differs
substantially across countries in that different variables seem to be influencing to a different extent inflation
developments at different horizons. This is likely to derive from the fact that, notwithstanding some similarities,
economic structures and institutions do vary across the NMS.

Second, at the 4-quarter horizon, with the exception of Bulgaria, Estonia and Hungary, none of the bivariate and
trivariate (two-pillar Phillips curve) forecasting models significantly outperform the RW model. This result echoes
the findings of Stock and Watson’s (2008) recent literature review suggesting that inflation is hard to forecast in
the U.S. and other OECD economies and that it is difficult to improve upon simple benchmark models. Overall,
we find that when trying to forecast inflation developments at the 4-quarter horizon, in the few countries for which
we find models performing better than the RW, such models are in general based on economic and fiscal
indicators. In the hard peg countries Estonia and Bulgaria some labour market indicators seem to be particularly
capable to forecast short-run inflation. This may reflect a labour market tightening over the sample period in these
fast growing and at times overheating economies.

Third, at the 12-quarter horizon a number of bivariate and trivariate (two-pillar Phillips curve) forecasting models
significantly outperform the forecasts of the RW model. In particular, monetary indicators do appear to contain
useful information for predicting inflation at longer (3-year) horizons in these countries. Interestingly, the role
played by monetary factors in driving inflation dynamics does not differ substantially between the NMS with a
“hard peg” and those with a floating exchange rate regime. Thus, monetary indicators appear to become important
variables to explain inflationary trends across the majority of the NMS over the long-term forecasting horizon.
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APPENDIX
A.1 DERIVING THE THREE MEASURES OF EXCESS LIQUIDITY

This appendix explains the derivation of the three measures of excess liquidity (real money gap, monetary
overhang and change in P-star) included among the monetary indicators alongside M1, M2 and M3 growth, loan
growth and trend M3 growth.

In each case, the starting point is the simple money demand function

(Al) mt_pz =a0+a1yt+a2Rt+ut’

where m,, p, and ), denote (logs of) the stock of broad money (M3 if available, M2 otherwise), the price level

(as measured by the GDP deflator) and real GDP, respectively. R, denotes the nominal short-term interest rate

which, in the absence of a better measure for our set of countries, is used as a proxy for the opportunity cost of
holding money. The three measures of excess liquidity can be obtained as followed from the estimated money
demand equation:

(1) The monetary overhang is set equal to the regression residual .- It is defined as the difference between
the actual level of real M3 and the “equilibrium” level of real M3 given by the long-run relation from the

money demand function.

(i1) The long-run trend price level P-star is given by pt* =m, — do - &1 y,T - OAJZR[T , where ytT and RtT
denote the long-run trend levels of output and the interest rate, respectively (both estimated with a one-
sided Hodrick-Prescott filter; see Section 3.1 for details). The change in P-star is then simply given by
Ap; =Am, —@,y] —&,R] .

(i)  The real money gap (RMG, ) is given by RMG, =m, — p, — (@, + &, y] +&,R]) . Substituting
p: into this expression reveals the link between the real money gap and P-star: RMG, = p: —p,.-In
other words, the real money gap is positive whenever the actual price level is lower than the equilibrium

price level, signalling inflationary pressures down the road necessary to re-establish the equilibrium.
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A.2 LIST OF DATA SERIES
SECTION 4

USED

IN THE EMPIRICAL ANALYSIS

Harmonised index of consumer prices (CPI)

National Statistical Institute (all countries

Monetary aggregate M0 National Central Banks (EE, PL and LV)
Monetary aggregate M1 National Central Banks (all countries)
Monetary aggregate M2 National Central Banks (all countries)
Monetary aggregate M3 National Central Banks (BG, LT and HU)
Loans IMF (all countries except RO)

Short-term interest rates

National
except BG, LT, PL). IMF (BG, LT, PL)

Central Banks (all countries,

Long-term interest rates

Eurostat (all countries but PL). IMF (PL)

Nominal effective exchange rate

National Central Banks (CZ, EE, LV, HU)
J.P. Morgan (BG, PL and RO)

Real effective exchange rate

Bank of Lithuania (LT)

Nominal exchange rate against the euro

National Central Banks (all countries)

Nominal exchange rate against the US dollar

National Central Banks (all countries)

Real Gross Domestic Product

National Statistical Institute (LV)

Eurostat (BG, EE, LT, HU, PL, RO)
IMF (CZ)

Nominal Gross Domestic Product

National Statistical Institute (LV, RO)
Eurostat (BG, EE, LT, HU, PL)
IMF (CZ)

Employment

National Statistical Institute (all countries)

Unemployment rate

National Statistical Institute (all
except CZ)

Ministry of Labour and Social Affairs (CZ)

countries

Compensation per employee

Eurostat (EE, HU, LT, LV and RO)

ECB staff calculations (other countries
except PL)

Wages

National Statistical Institute (all countries
except LT, HU and PL)

IMF (PL)

Eurostat (HU and LT)

IN
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Unit Labour Costs

National Statistical Institute (BG, CZ and LV)
ECB staff calculations (other countries except
PL and RO)

Industrial production

National Statistical Institute (all countries
except CZ, LV and PL)

IMF (CZ)

Eurostat (LV and PL).

Commodity prices

ECB Monthly Bulletin (HWWTI)

Oil prices

ECB Monthly Bulletin (ECB calculations based
on Thomson Financial Datastream Data)

Consumer price expectations

European Commission (all countries)

Producer price expectations

European Commission (all countries)

Direct taxes

ESCB (all countries except BG, HU and RO)

Indirect taxes

ESCB (all countries except BG, HU and RO)

VAT

ESCB (all countries except BG, HU and RO)

Social contributions

ESCB (all countries except BG, HU and RO)

Tax burden

ESCB (all countries except BG, HU and RO)

Government consumption

ESCB (all countries except RO)

Government compensation

ESCB (CZ)
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Table A.1. Relative root mean squared error for alternative forecasting models (forecast horizon = 8 quarters ahead)

Hard-Pegs Floaters
BG EE LV LT CZ HU PL RO
Random walk model (RMSE) 3.03 2.49 3.07 3.02 1.89 222 2.71 10.21
| Autoregressive model 6.67 0.88 1.37 1.10 1.41 0.93 1.19 2.64
Bivariate models
(a) Monetary indicators
M3/M2 (change) 478 0.87 138 112 1.45 1.00 137 224
Trend M3/M2 (change) 9.82 1.06 1.48 1.08 1.20 1.05 1.69 1.06
P* (change) 7.65 0.80 1.38 1.10 1.51 0.95 1.24 2.67
Real money gap 17.46 0.61 1.45 1.13 2.69 1.03 1.47 3.16
Monetary overhang 7.66 0.84 1.30 1.11 4.26 1.32 1.99 3.51
M1/MO (change) 1.35 1.01 1.38 1.14 1.82 1.09 1.43 2.72
M2/M1 (change) 1.24 0.80 1.39 1.11 - 1.00 1.49 -
Loans 6.67 0.97 1.44 1.08 1.96 0.99 1.48 -
(b) Economic indicators
Output gap 9.96 0.89 1.37 1.28 3.53 1.34 1.34 2.62
Real GDP (change) 428 0.95 138 118 1.55 1.05 1.19 2.61
Employment (change) 6.67 1.20 1.40 1.16 2.67 1.08 1.30 3.04
Employment gap 23.12 0.94 1.30 0.84 4.92 1.13 1.69 5.18
Unemployment rate (change) 9.40 1.15 1.30 1.16 2.67 1.02 132 3.24
Unemployment rate gap 22.42 1.14 1.35 1.12 4.14 1.62 1.57 4.21
Compensation per employee (change) 7.69 0.87 1.14 1.14 1.20 1.16 - 1.43
Wages (change) 6.67 0.88 1.38 1.14 1.06 1.11 1.16 2.55
ULC (change) 7.74 0.71 1.28 1.16 1.17 1.34 - -
Industrial production (change) - 0.89 1.45 1.14 1.55 1.56 1.27 2.87
Nom. eff. exchange rate (change) 6.63 0.87 1.40 1.11 1.42 0.78 1.95 2.65
Commodity prices (change) 6.67 0.86 1.31 0.92 1.39 1.09 1.13 272
Oil prices (change) 7.13 0.83 1.38 1.05 1.43 1.01 1.23 2.64
Cons. price expectations (level) - 1.58 1.04 - 1.69 1.58 - -
Cons. price expectations (change) - 0.89 1.30 - 1.57 0.77 - -
Prod. price expectations (level) 1.81 1.08 1.36 1.11 1.54 - 1.34 2.07
Prod. price expectations (change) 8.55 0.88 1.37 1.10 1.08 - 1.41 2.65
(c) Fiscal indicators
Direct taxes (change) - 0.88 1.37 1.07 1.41 - 1.28 -
Indirect tax (change) - 0.88 1.40 1.10 1.62 - 1.41 -
VAT (change) - 0.95 1.40 1.11 1.97 - 1.23 -
Social contributions (change) - 0.88 1.38 1.10 1.89 - 1.35 -
Tax burden (change) - 0.88 1.40 1.10 1.48 - 1.45 -
Government consumption (change) 6.67 0.78 1.36 1.10 1.40 1.06 1.17 -
Government compensation (change) - - - - 1.47 - - -
Trivariate models
(a) Economic indicators
Output gap 8.05 1.01 1.49 1.43 2.00 1.10 1.69 0.80
Real GDP (change) 7.46 1.00 1.48 1.25 1.21 1.04 1.70 1.04
Employment (change) 9.82 121 1.46 1.18 1.38 1.28 1.75 1.17
Employment gap 29.98 1.05 1.22 1.25 1.32 1.28 1.25 2.58
Unemployment rate (change) 18.88 1.42 1.39 1.19 1.35 091 2.30 1.69
Unemployment rate gap 14.51 131 1.44 122 1.37 1.61 1.72 1.74
Compensation per employee (change) 8.29 121 1.08 1.13 1.26 0.94 - 1.04
Wages (change) 11.30 1.06 1.48 1.12 1.15 1.01 1.70 1.27
ULC (change) 425 1.05 1.36 1.14 1.21 0.99 - -
Industrial production (change) - 0.95 1.40 1.16 1.10 1.59 2.01 1.18
Nom. eff. exchange rate (change) 6.93 1.11 1.48 1.24 1.15 1.14 2.01 0.97
Commodity prices (change) 8.20 1.18 1.47 0.85 1.12 0.89 1.71 1.21
Oil prices (change) 2.01 1.06 1.50 1.03 1.17 1.17 1.41 1.22
Cons. price expectations (level) - 1.68 0.98 - 1.19 1.66 - -
Cons. price expectations (change) - 1.09 1.44 - 1.20 1.17 - -
Prod. price expectations (level) 534 1.28 1.49 1.04 1.17 - 222 1.34
Prod. price expectations (change) 7.05 1.06 1.48 1.07 1.20 - 1.63 1.04
(b) Fiscal indicators
Direct taxes (change) - 1.06 1.48 1.10 1.20 - 1.69 -
Indirect tax (change) - 1.07 1.47 1.08 1.31 - 1.77 -
VAT (change) - 1.06 1.49 1.09 1.24 - 1.98 -
Social contributions (change) - 1.03 1.48 1.08 1.20 - 1.67 -
Tax burden (change) - 1.06 1.49 1.07 1.19 - 1.70 -
Government consumption (change) 11.93 1.01 1.47 1.08 1.09 1.46 1.69 -
Government compensation (change) - - - - 1.13 - - -
Forecast combinations
(a) Bivariate models
Monetary indicators 6.87 0.74 1.40 1.10 1.71 0.88 1.17 2.53
Economic indicators 8.20 0.89 1.31 1.08 1.92 1.03 1.14 2.71
Fiscal indicators - 0.86 1.38 1.10 1.48 - 1.25 -
All indicators 7.60 0.83 1.35 1.09 1.75 0.97 1.16 2.65
Economic and fiscal indicators 8.80 1.06 1.40 1.09 1.19 0.97 1.64 1.01

Note: The first line of the table displays the root mean squared error (RMSE) for the random walk model. The remaining lines report the
RMSE of the respective alternative forecasting model divided by the RMSE of the random walk model. Figures in bold indicate that the
respective forecasting model significantly outperforms the random walk model (based on Diebold-Mariano test, at 10% significance

level).
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Figure A.1: HICP inflation and VAT rate policies

HUNGARY - HICP inflation and VAT rate policies 2000-2007
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Source: Eurostat, European Commission, ECB staff calculations.

Figure A.2: Fiscal stance in the new EU Member States (1999-2007)

'HARD PEGS' - Fiscal Stance 1999-2007
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'FLOATERS' - Fiscal Stance 1999-2007
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Notes: The fiscal stance is measured as the change in the cyclically adjusted primary balance.
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Source: Eurostat, ECB staff calculations.
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